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Abstract

The robust fault-tolerant (FT) attitude tracking control problem with guar-

anteed prescribed performance is addressed in this paper. We consider the

actuator fault, misalignment, sensor fault and external disturbance simulta-

neously and incorporate the L2 control allocation (CA) method to minimize

the use of faulty actuators. To guarantee the prescribed performance such as

the steady-state tracking error, convergence rate, as well as overshoot and un-

dershoot, the constrained quaternion error is transformed to an unconstrained

state, whose stabilization is proven to be sufficient and necessary to guarantee

the performance requirement. With the utilization of the transformed state

and the compromised angular velocity error suffering from gyro faults, a novel

adaptive sliding mode FT control law with CA is developed. Ultimate uniform

boundedness of the compromised angular velocity error and transformed state

is ensured to satisfy the specified tracking performance. Numerical simulations

are conducted on a rigid spacecraft to illustrate the efficiency of the proposed

robust FT control law.
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1. Introduction

The tracking problem has been studied extensively and a great number of

control strategies have been developed, such as the PID control [1], sliding

mode control [2, 3],adaptive control [4, 5], geometric control [6], to mention a

few. Through these proposed control strategies, various problems correspond-

ing to different working scenarios, for instance, actuator fault [7], actuator mis-

alignment [8], absence of measurement [9] and etc., have been solved. The

differences among these existing works usually lie with either the presence of

disturbances/actuator faults/misalignments or the availability of certain mea-

surements related to the states or parameters of the spacecraft [10, 11]. In this

paper, we consider attitude tracking control problem of a rigid spacecraft suf-

fering from actuator faults (partially lose effectiveness or complete failure), ac-

tuator misalignments, unpredicted disturbances and imprecise angular velocity

measurement due to sensor faults simultaneously. In addition, an L2 optimized

control allocation (CA) is incorporated in the controller design to minimize the

use of the faulty actuator, and pre-defined performance requirements of the

tracking error are also considered.

To cope with the actuator fault and enhance the system reliability, various

fault-tolerant (FT) methods [12] and the underactuated control strategies [13]

have been proposed. The common foundation of both active and passive FT

strategies is the system redundancy [14], which provides the possibility to use

the CA strategy in controller design. Reynolds et al. investigated the L∞-CA

method in [15]. Verbin et al. and Cao et al. further extended this method and

designed a braking curve based on the L∞-CA method to govern a time efficient

maneuver [16, 17]. Härkeg̊ard and Glad investigated the equivalence of the L2-

CA to an overactuated optimal control with some quadratic performance index

[18]. Alwi and Edwards developed a FT control strategy incorporating with

L2-CA method when actuators suffered from partially lose effectiveness and/or

complete failures [19]. Shen et al. extended Alwi’s result to FT tracking control

problem [20]. In this paper, we will use the CA method in [20] to handle the
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FT tracking control problem when the spacecraft suffers from actuators faults,

misalignments and external disturbances simultaneously.

In the aforementioned FT tracking controller design, accurate system states

for feedback are required. However, the imprecision of the measurement exists

due to measurement noise and/or sensor fault. The discrepancy between the

measured value and actual value will become even larger when cyber attackers

gain access to the sensing platforms to manipulate system measurement data

[21]. Therefore, taking the measurement error into consideration in controller

design is of paramount importance. Mercker and Akella solved the attitude

tracking problem with vector measurements and unknown gyro bias by repa-

rameterizing the gyro-bias parameters [10]. Benallegue et al. overcame the

certainty-equivalence principle with separate observer/controller design in [10]

and developed an adaptive control strategy to handle the gyro bias [22]. Peng et

al. even investigated the control problem with unknown control directions[23].

In this paper, the measurement error is assumed to be a state-related bounded

time-varying function. The compromised measurement corrupted by the mea-

surement error are used in feedback to develop the tracking controller and the

proposed control strategy accommodate the sensor error automatically.

Another practically important consideration in developing controller is to

guarantee the predefined or prescribed transient performance. Bechlioulis and

Rovithakis stated that the prescribed performance means “tracking error con-

verges to a predefined arbitrarily small residual set, with convergence rate no

less than a prespecified value, exhibiting maximum overshoot as well as under-

shoot less than some sufficiently small preassigned constant value”, and they

also developed adaptive control strategy with prescribed performance for strict

feedback system and multi-output affine system respectively in [24] and [25].

Song et al. extended the guaranteed transient control method to FT tracking

control system [26]. The result in spacecraft attitude tracking with prescribed

performance is rare. Hu et al. considered this problem with actuator fault and

proved the stability via Lyapunov method [27], but the actuator misalignment

and CA strategy are not considered. Luo et al. also developed tracking con-
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troller for spacecraft system with prescribed performance in [28, 29]. However,

the attitude is parameterized by modified rodrigues parameters (MRP), which

is not practically used in developing attitude controller.

In this paper, we concentrate on developing a quaternion-based robust pre-

scribed performance guaranteed controller incorporating CA method for the

spacecraft system suffering from actuator fault, misalignment, external distur-

bances and imprecise angular velocity measurement due to noise or sensor fault

simultaneously. First, the prescribed transient and desired behavioral bounds

of the tracking error is transformed into an equivalent unconstrained state. The

constraints of the transformed state correspond to the prescribed performance

boundary and thus the boundedness of these transformed states is sufficient

and necessary to guarantee the prescribed performance. Then a sliding mode

surface with the utilization of these states are constructed, and an adaptive

sliding mode FT control strategy is proposed to stabilize the sliding vector, the

transformed states and estimation error. Comparing with the existing literature

[20, 24, 29], and etc. , contributions can be summarized as:

• The CA technique is incorporated in robust FT attitude tracking controller

design to accommodate the actuator fault, misalignment, fault estimation

error and external disturbances simultaneously. The benefit of incorporat-

ing CA logic is that faulty actuators are minimally used or even isolated

when the actuator fails completely, which prevents further damages to

actuators and spacecraft attitude control system.

• The compromised angular velocity due to imprecision in the angular ve-

locity measurement is utilized as feedback for attitude tracking controller

design. This enhances the system reliability against sensor error or ve-

locity measurement inaccuracy, and enables the employment of low-cost

sensors to measure the angular velocity.

• The prescribed performance, i.e. steady-state error, converge rate, over-

shoot as well as undershoot, is guaranteed by the proposed control strat-

egy, which is not considered in [20]. Consequently, the efficiency of the
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spacecraft may be improved with the guaranteed performance and poten-

tial damages to the spacecraft caused by poor tracking performance are

avoided. In addition, since the vector part of the quaternion is forced to

gradually converge according to the prescribed performance, the common

unwinding phenomenon in continues quaternion feedback control is also

avoided.

The remaining part of this paper is organized as follows. Section II formu-

lates the kinematics and dynamics of a rigid spacecraft suffering from actua-

tor fault, misalignment and bounded external disturbances. The preliminary

assumptions are also listed in this section. Section III presents prescribed per-

formance, CA technique and controller design process. Numerical simulations

are conducted in Section IV to verify the effectiveness of proposed controller.

Finally, the conclusion is given in Section V.

2. Preliminaries

2.1. Kinematics

The attitude of spacecraft is represented by the nonsingular unit quaternion

Q = [q0, q
T
v ]T = [q0, q1, q2, q3]T ∈ R4. Then the kinematics is expressed by:q̇0

q̇v

 =
1

2

 −qTv
q0I3 + q×v

ω (1)

where I3 ∈ R3×3 is the 3−by−3 identity matrix, ω ∈ R3 is the angular velocity

of the spacecraft body frame FB with respect to the inertia frame FI and

expressed in FB . The operator “(·)×” generates a skew-symmetric matrix to

express the cross product of two vectors a and b by a× b = a×b.

To formulate the attitude tracking problem, a virtual spacecraft with the

attitude of Qd = [qd0, qTdv]
T ∈ R4 and angular velocity ωd ∈ R3 is assumed to

be the target. Similar to (1), the kinematics of the target spacecraft is given

by: q̇d0
q̇dv

 =
1

2

 −qTdv
qd0I3 + q×dv

ωd (2)
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To describe the discrepancy between the actual unit-quaternion Q and the

target unit-quaternion Qd, the quaternion error Qe = [qe0, q
T
ev]

T ∈ R4 is given

by:

Qe = Q−1d ◦Q =

 qd0 qTdv

−qdv qd0I3 − q×dv

q0
qv

 (3)

where Q−1d is the conjugate quaternion of Qd and “◦” represents the quaternion

multiplication.

Then the error quaternion dynamics is given by [30]:q̇e0
q̇ev

 =
1

2

 −qTev
qe0I3 + q×ev

ωe (4)

with ωe = ω −R (Qe)ωd.

The relationship between the transformation matrix R from FI to FB and

the unit quaternion Q is:

R(Q) =
(
q20 − qTv qv

)
I3 + 2qvq

T
v − 2q0q

×
v (5)

2.2. Dynamics

The dynamics of the attitude motion of a rigid spacecraft is expressed as

[31]:

Jω̇ = −ω×Jω + DUr + d (6)

where J = JT ∈ R3×3 denotes inertial matrix of the spacecraft, D ∈ R3×N (N

is the number of actuators) is the torque distribution matrix, Ur ∈ RN is the

output control torque generated by the actuators and d ∈ R3 is the external

disturbance. To guarantee the 3-axis controllability of the spacecraft, more than

3 non-coplanar mounted actuators are essential and the matrix D is full row

rank as a consequence, i.e., rank(D) = 3.

For the fault-free cases, the output control torque Ur = [ur1 , ur2 , · · · , urN ]T

equals to the allocated value Ua = [ua1 , ua2 , · · · , uaN ]T via a specific control

allocation technique. When the actuator faults or failures occur, actuators can

not produce the exact control torque allocated to them and the real output is
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proportional to the allocated value Ua with an effectiveness gain. Then we have:

Ur = E (t)Ua (7)

where E(t) = diag ([e1(t), e2(t), · · · , eN (t)]) ∈ RN×N is the effectiveness gain

matrix. The elements ei(t)(i = 1, 2, · · · N) are in the interval [0, 1]. Note that

the case ei(t) = 0 indicates that the ith actuator generates zero output torque

according to uri = ei(t)uai . In such a situation, the ith actuator undergoes

a complete failure. 0 < ei(t) < 1 implies that the ith actuator partially loses

its effectiveness and generates a smaller control torque. When ei(t) = 1, ith

actuator works normally and the actual output torque uri equals to the allocated

value uai .

When the actuators’ working condition changes, ei(t) may change accord-

ingly. Thus ei(t) should be estimated by a proper fault detection and diagnosis

(FDD) mechanism in real time. The estimated value is denoted as êi(t) and the

estimation error is defined as ẽi with ẽi = êi(t) − ei(t) = δei(t)êi(t)(êi(t) 6= 0).

Thus equation (7) can be further written as:

Ur = (In −∆E) Ê (t)Ua (8)

where ∆E = diag ([δe1(t), δe2(t), · · · , δeN (t)]). In order to optimize the torque

distribution strategy taking the actuators’ effectiveness into consideration and

develop robust controller incorporating control allocation, E(t) should be suit-

ably estimated and accurate enough, i.e. êi(t) ≈ ei(t), ẽi = êi(t) − ei(t) =

δei(t)êi(t) ≈ 0. Thus each component of δei(t) ≈ 0 � 1. Consequently, ∆E

is upper bounded, and the upper bound of matrix ∆E is defined as ∆E , i.e.

‖∆E‖ ≤ ∆E� 1.

For the case êi(t) = 0, δei(t) = 0 is defined. Then equation (8) and the

upper bound of ‖∆E‖ ≤ ∆E� 1 are still valid.

In addition, when the misalignment of the actuators is considered, the torque

distribution matrix should be modified as:

D = Dn −∆D (9)
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where Dn is the nominal torque distribution matrix and ∆D is the unknown

constant misalignment matrix. Since the installation should be with certain

accuracy, ∆D representing the misalignment is also assumed to be bounded

with ‖∆D‖ ≤ ∆D� 1.

Substituting equation (8) and (9) into (6), the dynamics equation of the

spacecraft considering unknown misalignment and actuator faults is given by:

Jω̇ = −ω×Jω + (Dn −∆D) (In −∆E (t)) Ê (t)Ua + d

= −ω×Jω + DnÊ (t)Ua −LÊ (t)Ua + d
(10)

where L = ∆D + Dn∆E (t)−∆D∆E (t) and ‖L‖ ≤ l̄� 1.

To facilitate control system design, the following assumption are used in the

following subsequent developments.

Assumption 1. The inertia matrix J is a symmetric, positive definite and

upper bounded, i.e. ‖J‖ ≤ J with J being a positive constant.

Assumption 2. The angular velocity of the target spacecraft and its time

derivative is bounded, namely ‖ωd‖ ≤ ω and ‖ω̇d‖ ≤ ω̇, which means the space-

craft is expected to track a continuously smooth attitude trajectory.

Assumption 3. The external disturbance d is bounded such that ‖d‖ ≤ d with

d being a positive constant.

Assumption 4. The lumped uncertainty matrix is assumed to be bounded, i.e.

‖L‖ ≤ l� 1, with ‖∆D‖ ≤ ∆D� 1,‖∆E‖ ≤ ∆E� 1, and ∆D, ∆E and l are

positive constants. This assumption is reasonable since the initial installation

and the fault estimation should be with certain accuracy.

Assumption 5. The maximum number of actuators suffer from total failures

simultaneously is smaller than N − 3, and the rank of matrix E(t) and Ê(t) is

larger than 3, i.e. rank(E(t)) ≥ 3 and rank
(
Ê(t)

)
≥ 3. The matrix DÊ(t)3DT

is also assumed to be invertible, i.e. det
(
DÊ(t)3DT

)
6= 0. This assumption

guarantees the 3-axis controllability and solids the foundation to develop FT

control strategy [19, 20].
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3. Controller Design

In this section, we present the major issues considered in this paper such as

the guaranteed prescribed performance and minimizing the use of the faulty ac-

tuator. Then a robust adaptive sliding mode controller is developed to complete

the attitude tracking. The control objective of this paper can be summarized

as follows:

1 . lim
t→∞

qe (t) → 0, and qe(t) is bounded during the control process by

some mononticlly decreasing time-varying function f(t) as the prescribed

performance constraint, i.e. |qe(t)| < f(t).

2. The control signal allocated to the ith actuator uai is to be minimized ac-

cording to the estimated effectiveness of the actuator êi, i.e. minUa
T Ê (t)

−1
Ua,

subject to DnÊ (t)Ua = Uc.

3.1. Prescribed performance

Prescribed performance means that the tracking error converges to a pre-

defined arbitrarily small residual set, with convergence rate no less than a pre-

scribed value, exhibiting maximum overshoot as well as undershoot less than

some sufficiently small preassigned constant [24, 25]. To guarantee the pre-

scribed performance, a performance function is introduced as:

ρ (t) = (ρ (0)− ρ (∞)) e−µt + ρ (∞) (11)

where ρ (0) is the initial value of ρ (t), ρ (∞) > 0 is the limit of ρ (t) when t goes

to infinity, i.e. ρ (∞) = limt→∞ ρ (t) > 0, and µ > 0 describes the convergence

rate of ρ (t).

For the unit quaternion error given by (4), guaranteed prescribed perfor-

mance requires that:

−ρi (t) < qei(t) < δiρi (t) qei(0) < 0 (12a)

−δiρi (t) < qei(t) < ρi (t) qei(0) ≥ 0 (12b)
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where the subscript i = 1, 2, 3 represents the ith component, and qei is the ith

component of qe, δi ∈ [0, 1] governs the maximum overshoot together with ρ (t).

These statements can be clearly described as in Fig. 1.

0

e i
tq

i
t

i i
t

st

(a) Eqn (12a)

0

e i
tq

i
t

i i
t

st

(b) Eqn (12b)

Figure 1: Tracking error prescribed performance

To unify the prescribed performance relationship (12), a zero crossing com-

parator is developed as:

η (qei(0)) =

1

0

qei(0) ≥ 0

qei(0) < 0
(13)

For simplicity, ηi (qei(0)) is denoted as ηi for short.

With this zero crossing comparator, two parameters are further defined: εli(t) = ηiδi + (1− ηi)

εui(t) = ηi + (1− ηi) δi
(14)
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Then equation (12) can be rewritten as:

−εliρi(t) < qei(t) < εuiρi(t) (15)

It is known that both the convergence rate and overshoot as well as under-

shoot can be guaranteed if the tacking error is controlled to behave and evolve

according to (15). However, it is difficult to develop controller and conduct sta-

bility analysis. Thus a state variable transformation is introduced as in [26, 32]:

qei (t) = Ti (vi) ρi (t) (16)

where vi is the new transformed unconstrained state and the function Ti (vi) is

given by:

Ti (vi) =
εuie

(vi+ri) − εlie−(vi+ri)

e(vi+ri) + e−(vi+ri)
(17)

with ri = 1
2 ln

(
εli
εui

)
.

Property 1. Consider the state transformation function (17), the following

property hold:

• Ti (vi) is both lower and upper bounded and it satisfies the inequality −εli <

Ti (vi) < εui;

• Ti (vi) is differentiable and its derivation is bounded, i.e. 0 < dTi(vi)
dvi

=

2(εui+εli)

e2(vi+ri)+e−2(vi+ri)+2
≤ εui+εli

2 ;

• Ti (vi) is monotone increasing, and limTi (vi)vi→−∞ = −εli, limTi (vi)vi→∞ =

εui and limTi (vi)vi→0 = 0.

According to the property 1, Ti (vi) is invertible and vi = Ti
−1 (λi (t)) is

given by:

vi =
1

2
ln (εuiλi (t) + εuiεli)−

1

2
ln (εuiεli − εliλi (t)) (18)

with λi (t) = qei(t)
ρi(t)

.

By using the transformation (17), the lower bound and upper bound imposed

on qei(t) in (12) is converted to the unconstrained relation (17). Therefore, the
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prescribed performance requirement is converted to control the signal v to be

bounded and converge to a small residual set since vi → 0 is equivalent to

qei → 0 .

3.2. Control allocation technique

FT control strategies depend on the existence of the system redundancy [14]

and the control effect of such strategies is closely related to the effectiveness of

the actuators. Thus the control effectiveness of the actuator and the control

allocation method should be considered in the controller design. When the

effectiveness matrix E(t) is estimated by a proper FDD mechanism, the control

torque should be reallocated subject to some optimization performance index,

such as minimize the use of faulty actuators according to the properly estimated

effectiveness[19, 20]. In such cases, the control allocation is changed to a L2-

optimization problem:

min Ua
T Ê (t)

−1
Ua

subject to DnÊ (t)Ua = Uc

(19)

where Uc is the control command generated by the controller.

It is clear that when ei(t) → 0, e−1i (t) → ∞. To optimize the index

uTaiê
−1
i uai, which is equivalent to optimize uTaie

−1
i uai when ei(t) is properly esti-

mated as êi(t), uai is required to go to zero, i.e. uai → 0 when ei(t)→ 0. Thus

the CA method minimizes the use of the faulty actuator using the estimated

effectiveness matrix Ê(t), which is desirable in practical space missions.

Solving the optimization problem, one can obtain the solution as:

Ua = Ê2 (t)Dn
T
(
DnÊ

3 (t)Dn
T
)−1

Uc (20)

Substituting equation (20) into (10), the dynamics is further written as:

Jω̇ = −ω×Jω + Uc −LD#Uc + d (21)

with D# = Ê3 (t)DT
(
DÊ3 (t)DT

)−1
, D# is upper bounded and

∥∥D#
∥∥ ≤ D

with D being a finite positive constant. This property can also be found in [19]

and [20].
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3.3. Controller design

In this subsection, we will develop a robust adaptive sliding mode controller

to stabilize the transformed error v given by (18). The whole loop control

schematic diagram is shown in Fig. 2.

FDD Scheme

DynamicsActuators

Misalignment

Fault

Kinematics

State

CA Scheme

Controller

Disturbances

Spacecraft 

Control Strategy

a
U

c
U

r
DU

d

Q

ˆ tE

,Q

,
e e
Q

,
d d
Q

vT
,v v

Virtual Spacecraft 

Gyro Fault

, o
Q

, o
Q

Performance requirement

a
U

Figure 2: Whole loop control schematic diagram

Figure 2 presents the whole loop of spacecraft attitude control system where,

the solid line rectangle block are physical instrument, such as the actuators,

spacecraft basement and sensors, and the dashed line rectangle blocks are vir-

tual computation unit, such as the control strategy and performance require-

ment. The actuator fault, misalignment and various disturbance are considered

in establishing the dynamic equation (10). The gyro fault only influence the

measured angular velocity for feedback and affect the control effect. The dis-

crepancy between the measured angular velocity and its true value can be caused

by gyro fault or adversarial sensor attack. This fault can be modelled as in [21]:

ωo = ω + W (t,ω) (22)

where W (t) = [δω1
(t, ω1), δω2

(t, ω2), δω3
(t, ω3)]

T
and ωo is the measured an-
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gular velocity for feedback. W (t) is bounded by ‖W (t)‖ ≤ W . It is clear

that the uncompromised angular velocity ωi is corrupted with a faulty signal

δωi
(t, ωi)(i = 1, 2, 3). In this paper, the time derivative of W is also assumed

to be bounded, i.e.
∥∥∥Ẇ∥∥∥ ≤ W d[21]. The cases where Ẇ is unbounded will be

our future work.

According to the definition, we can get the following relationship by the

triangle inequality:

‖ω‖ = ‖ωo −W (t,ω)‖ ≤ ‖ωo‖+W (23)

Before we move forward to the controller design, we establish some useful

inequalities as follows:

‖ωe‖ = ‖ω −R (Qe)ωd‖ ≤
(
ω +W

)
+ ‖ωo‖ (24a)

‖ωoe‖ = ‖ωo −R (Qe)ωd‖ ≤ ω + ‖ωo‖ ≤ ωe (24b)

∥∥∥(R (Qe)ωd)
×
Jω
∥∥∥ ≤ JωW + Jω ‖ωo‖ (24c)

∥∥Jωe×R (Qe)ωd
∥∥ ≤ (Jω2 + JωW

)
+ Jω ‖ωo‖ (24d)

‖−JR (Qe) ω̇d‖ ≤ Jω̇ (24e)

∥∥ωoe×JW∥∥ ≤ JωW + JW ‖ωo‖ (24f)

where ωe is the upper bound of ω + ‖ωo‖ as shown in (24b).

A lumped nonlinear function is defined as:

f =− (R (Qe)ωd)
×
Jω + W×JW + Jωe

×R (Qe)ωd

− JR (Qe) ω̇d + JẆ + ωoe
×JW + d

(25)
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According to the inequalities of (24), the lumped nonlinear function is upper

bounded:

‖f‖ ≤
(

3JωW + Jω2 + JW
2

+ Jω̇ + JW d + d
)

+
(
2Jω + JW

)
‖ωo‖

=c1 + c2 ‖ωo‖ ≤ f

(26)

with c1 = 3JωW + Jω2 + JW
2

+ Jω̇ + JW d + d and c2 = 2Jω + JW .

Then we substitute ωoe = ωo −R (Qe)ωd into (21) and obtain:

Jω̇oe =− ωoe
×Jωo + Uc −LD#Uc + ωoe

×JW

− (R (Qe)ωd)
×
Jω + W×JW + Jωe

×R (Qe)ωd

− JR (Qe) ω̇d + JẆ + d

=− ωoe
×Jωo + Uc −LD#Uc + f

(27)

where LD# is upper bounded with
∥∥LD#

∥∥ ≤ lD = c3. To theoretically

guarantee the stability, c3 < 1 is required for the most conservative case. In this

paper, we assume c3 < 1 and this assumption is verified in the simulation. The

graph of
∥∥LD#

∥∥ during the simulation is added as Fig. 15 in the supporting

information.

Then a robust adaptive sliding mode control strategy is proposed. The

sliding surface is developed as:

S = ωe
o + kv (28)

The controller is designed as:

Uc = Uc1 + Uc2 (29)

Uc1 = −k1S − k2v + U com
c1 (30)

with

U com
c1 =

 0[
kωoe

T (Jωo)
×
v + kωoe

TJv̇
]

S
STS

‖S‖ = 0

‖S‖ 6= 0
(31)
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and

Uc2 =

− 1
1−c3

S
‖S‖ û

− 1
1−c3

S
ε û

2

û ‖S‖ ≥ ε

û ‖S‖ < ε
(32)

with

û = ĉ1 + ĉ2 ‖ωo‖+ ĉ3 ‖Uc1‖ (33)

where ĉ1, ĉ2 and ĉ3 are given by the following adaptive law:
˙̂c1 = p1 (−ε1ĉ1 + ‖S‖)

˙̂c2 = p2 (−ε2ĉ2 + ‖S‖ ‖ωo‖)
˙̂c3 = p3 (−ε3ĉ3 + ‖S‖ ‖Uc1‖)

(34)

In controller (28) to (34), k, k1, k2, p1, p2, p3, ε1, ε2, ε3 are positive.

Then the robust prescribed performance guaranteed FT adaptive sliding

mode control can be concluded by the following theorem:

Theorem 1. Consider the relative kinematics equation (4), relative dynamics

equation (27) with actuator fault and misalignment as described in (8) and (9),

the prescribed performance requirement (15) under the assumptions 1 to 5. If

the system is controlled by the controller (28) to (33) with the control gains

being updated by the adaptive law (34), then the actuator fault, misalignment,

estimation error of FDD scheme and external disturbance are accommodated

automatically and prescribed performance of the tracking error is guaranteed.

More specifically, the measured angular velocity error ωoe , the transformed state

v and the estimation error c̃1 = c1− ĉ1, c̃2 = c2− ĉ2, c̃3 = c3− ĉ3 are controlled

to be ultimately uniformly bounded (UUB).

Property 2. Consider the adaptive law (34). If the initial value of ĉ1(t), ĉ2(t)

and ĉ3(t) are chosen to be positive number, ĉ1(t), ĉ2(t) and ĉ3(t) will be positive

for all the time, and û(t) will also be positive for all the time.

This property can be easily proved by solving the differential equation (34).

The solutions are given by ĉ1 (t) = ĉ1 (0) e−p1ε1t+‖S‖/p1ε1 > 0 when ĉ1(0) > 0,

ĉ2 (t) = ĉ2 (0) e−p2ε2t + ‖S‖ � ‖ωo‖/p2ε2 > 0 when ĉ2(0) > 0, and ĉ3 (t) =

ĉ3 (0) e−p3ε3t + ‖S‖ � ‖Uc1‖/p3ε3 > 0 when ĉ3(0) > 0. Then û = ĉ1 + ĉ2 ‖ωo‖+

ĉ3 ‖Uc1‖ will always be positive when ĉ1 (t), ĉ2 (t) and ĉ3 (t) are positive.
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Proof. To prove the stability, a Lyapunov candidate is firstly chosen as:

V1 =
1

2
STJS +

1

2
k2vTJv (35)

The time derivative of V1 is obtained as:

V̇1 = STJṠ + k2vTJv̇

= ST
(
−ωoe

×Jωo + f + Uc −LD#Uc − kJv̇
)

+k2vTJv̇

= ST
(
f + Uc −LD#Uc

)
− kωoe

T (Jωo)
×
v − kωoe

TJv̇

(36)

Then the proof will be separated into two cases: Case I. ‖S‖ 6= 0 and Case

II.‖S‖ = 0.

Case I. ‖S‖ 6= 0

In this case, substituting (29), (36) can be further written into:

V̇1 =ST
(
Uc1 −

[
kωoe

T (Jωo)
×
v + kωoe

TJv̇
] S

‖S‖

)
+ ST

(
f + Uc2 −LD#Uc1 −LD#Uc2

) (37)

Substituting Uc1 into (37), one obtains:

V̇1 =− k1STS − kk2vTv − k2ωoe
Tv

+ ST
(
f −LD#Uc1 + Uc2 −LD#Uc2

) (38)

According to (28), it is clear that:

STS = ωoe
Tωoe + k2vTv + 2kωoe

Tv ≥ 2k‖ωoe
Tv‖ (39)

Then we obtain

V̇1 ≤−
(
k1 −

k2
2k

)
STS − kk2vTv

+ ST
(
f −LD#Uc1 + Uc2 −LD#Uc2

) (40)

To handle the lumped nonlinear function f and the remaining term, a new

Lyapunov function is defined as:

V2 = V1 +
1

2p1
c̃21 +

1

2p2
c̃22 +

1

2p3
c̃23 (41)
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Taking the time derivatives, we get:

V̇2 =−
(
k1 −

k2
2k

)
STS − kk2vTv −

1

p1
c̃1 ˙̂c1 −

1

p2
c̃2 ˙̂c2

− 1

p3
c̃3 ˙̂c3+ST

(
f −LD#Uc1 +

(
I3 −LD#

)
Uc2

)
≤−

(
k1 −

k2
2k

)
STS − kk2vTv −

1

p1
c̃1 ˙̂c1 −

1

p2
c̃2 ˙̂c2

− 1

p3
c̃3 ˙̂c3 + ‖S‖ (c1 + c2 ‖ωo‖+ c3 ‖Uc1‖)

+ ST
(
I3 −LD#

)
Uc2

(42)

Substituting the adaptive law (34) and using ĉi = ci− c̃i(i = 1, 2, 3), we can

obtain:

V̇2 ≤−
(
k1 −

k2
2k

)
STS − kk2vTv + ε1c̃1ĉ1 + ε2c̃2ĉ2

+ ε3c̃3ĉ3 + ‖S‖ (ĉ1 + ĉ2 ‖ωo‖+ ĉ3 ‖Uc1‖)

+ ST
(
I3 −LD#

)
Uc2

(43)

According to (32), the proof will be conducted for the two scenarios:

a). û‖S‖ ≥ ε

In this case, substituting Uc2 into (43), we obtain:

V̇2 =−
(
k1 −

k2
2k

)
STS − kk2vTv −

1

2
ε1c̃

2
1 −

1

2
ε2c̃

2
2

− 1

2
ε3c̃

2
3 +

1

2
ε1c1

2 +
1

2
ε2c2

2 +
1

2
ε3c3

2

+ û

(
‖S‖ −

ST
(
I3 −LD#

)
S

(1− c3) ‖S‖

) (44)

For the term, the following inequality holds:∥∥ST (I3 −LD#
)
S
∥∥ ≥ STS −

∥∥−LD#
∥∥STS

≥ (1− c3) ‖S‖2
(45)

With the utilization of the inequality (45), we can conclude:

V̇2 =−
(
k1 −

k2
2k

)
STS − kk2vTv −

1

2
ε1c̃

2
1 −

1

2
ε2c̃

2
2

− 1

2
ε3c̃

2
3 +

1

2
ε1c1

2 +
1

2
ε2c2

2 +
1

2
ε3c3

2

≤− υV1 + σ1

(46)
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with υ = min
{(
k1 − k2

2k

)
/J , k2/

(
kJ
)
, p1ε1, p2ε2, p3ε3

}
and σ1 = 1

2ε1c1
2 +

1
2ε2c2

2 + 1
2ε3c3

2

b). û‖S‖ < ε

V̇2 ≤−
(
k1 −

k2
2k

)
STS − kk2vTv −

1

2
ε1c̃

2
1 −

1

2
ε2c̃

2
2

− 1

2
ε3c̃

2
3 +

1

2
ε1c1

2 +
1

2
ε2c2

2 +
1

2
ε3c3

2

− ‖S‖
2
û2

ε
+ ‖S‖ û

≤−
(
k1 −

k2
2k

)
STS − kk2vTv −

1

2
ε1c̃

2
1 −

1

2
ε2c̃

2
2

− 1

2
ε3c̃

2
3 −

(
‖S‖ û√

ε
−
√
ε

2

)2

+
1

2
ε1c1

2 +
1

2
ε2c2

2 +
1

2
ε3c3

2 +
ε

4

≤− νV2 + σ2

(47)

where the inequality (45) is used and σ2 = 1
2ε1c1

2 + 1
2ε2c2

2 + 1
2ε3c3

2 + 1
4ε.

It can be concluded from (46) and (47) that the set Ω = {(S,v, c̃1, c̃2, c̃3) ‖V2 < σ2/υ}

is globally attractive. It is also noted that |S| ≤
√

2V2/J ≤
√

2σ2/υJ ,

|v| ≤
√

2V2/k2J ≤
√

2σ2/υk2J and |c̃i| ≤
√

2piV 2 ≤
√

2piσ2/υ (i = 1, 2, 3).

That is, S, v are UUB. Since v is bounded, the prescribed performance require-

ment is guaranteed.

Case II. ‖S‖ = 0

When ‖S‖ = 0, we can conclude that ωoe = −kv. Then

V1 = k2vTJv = ωoe
TJωoe (48)

Taking the time derivation of (48) and substituting (27), we get

V̇1 = 2ωoe
T (f + Uc −LD#Uc

)
(49)

It is also noted that

Uc = −k2v = −k2
k
ωoe (50)
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Substituting (50) into (49), we obtain

V̇1 = −2k

k2
ωoe

T (I3 −LD#
)
ωoe + ωoe

Tf

≤ −2 (1− c3) k

k2
ωoe

Tωoe + ωoef

(51)

Same as in Case I, we can get a globally attractive set Ωo =
{
ωoe orv

∣∣∣V1 ≤ ωefk2
2(1−c3)k

}
.

Besides, |ωoe | ≤
√
V1/J ≤

√
ωefk2/2 (1− c3) kJ and |v| ≤

√
V1/k2J ≤√

ωefk2/2 (1− c3) k3J are also UUB.

In both Case I and Case II, v is controlled to be ultimately uniformly

bounded, and thus the prescribed performance guaranteed attitude tracking

is achieved. This completes the proof.

In practice, the feed-forward compensation part U com
c1 can be relaxed to

avoid the discontinuous of Uc. Then the controller becomes:

Uc = −k1S − k2v + Uc2 (52)

with Uc2 expressed by equation (32) to (34). This controller is adopted in the

simulation and the simulation results show the stability under this controller

(52).

Remark 1 : Even though we assumed quite a lot of the upper bound of the

signal such as J , ω, ∆D, l, the majority of them are not used in the controller

design process. Only the parameter c3 which estimates the worst case of the

control signal degradation is synthesized in the controller design. This makes

the controller design realizable when the assumed upper bounds are unknown.

4. Numerical Simulation

In this section, numerical simulations are conducted for a rigid spacecraft.

The inertia matrix is J = [20 1.2 0.9; 1.2 17 1.4; 0.9 1.4 15]kgm2. A cluster

of four actuators are installed in a pyramid configuration, i.e. D = 1√
3
[−1 −

1 1 1; 1 −1 −1 1; 1 1 1 1]. The misalignment ∆D is assumed to be 0.2%D. The
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initial attitude of the spacecraft is chosen as Q(0) = [0.9211, −0.23, 0.19, 0.25]T

and ω(0) = [0, 0, 0]T rad/s. The initial attitude of the virtual spacecraft is

chosen as Qd(0) = [1, 0, 0, 0]T . The angular velocity is set to be ωd =

0.01[cos(t/40), sin(t/60), − cos(t/5)]T rad/s. The unit quaternion error is cal-

culated via equation (3) and ωe, ω
o
e are obtained via ωe = ω −R (Qe)ωd or

ωoe = ω + W (t,ω)−R (Qe)ωd without or with gyro fault respectively.

Consider the external disturbances, which are assumed to be as in [27]:

d = 10−3 ×


3 cos (10ωtt) + 3 cos (10ωtt)− 10

−1.5 sin (2ωtt) + 3 cos (5ωtt) + 15

3 sin (10ωtt)− 8 sin (4ωtt) + 10

 Nm (53)

with ωt = 0.01.

The actuators are assumed to suffer from partial loss effectiveness or com-

plete failure. The detailed fault scenarios are as in [20]:

e1 (t) = 0.5 + 0.09 sin (0.05t) + 0.005rand (�)

e2 (t) = 0.6 + 0.1 cos (0.08t) + 0.008rand (�)

e3 (t) = 0.4 + 0.08 sin (0.06t) + 0.005rand (�)

e4 (t) = 0

(54)

The estimated effectiveness matrix is assumed as Ê(t) = diag ([0.5, 0.6, 0.4, 0]).

The performance indexes in (11) are listed in the following table 1:

Table 1: Performance index

i ρi (0) ρi (∞) µi δi

1 0.25 1.4× 10−4 0.02 0.1

2 0.2 1.4× 10−4 0.02 0.1

3 0.3 1.4× 10−4 0.02 0.1

The remaining parameters are chosen as c1(0) = 0.02, c2(0) = 1, c3(0) =

0.25, k = 0.02, k1 = 2, k2 = 5, p1 = p2 = p3 = 1, ε = 0.001, and ε1 = ε2 = ε3 =

0.1. The maximum control torque is set as 0.2 Nm.
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Case I : Simulation results without gyro fault

In this fault, we assume that the angular velocity can be measured accurately,

i.e. ωo = ω. Thus all the feedback signals such as ωe will be accurate. To

verify the effectiveness of the proposed method, same numerical simulations are

(a) qe1 and prescribed constraint

(b) qe2 and prescribed constraint

(c) qe3 and prescribed constraint

Figure 3: Trajectory of quaternion error without gyro fault
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Figure 4: ωewithout gyro fault
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Figure 5: v without gyro fault
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Figure 6: Ua without gyro fault
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Figure 7: Ur without gyro fault

conducted based on the controller proposed in [20] and [33]. The same control

gains are chosen according to [20] and [33] for comparison. Simulation results

are shown in Fig. 3 to Fig. 8.

Fig. 3 illustrates the trajectory of the unit quaternion error without gyro

fault and it is observed that attitude tracking can be achieved within 50 s. The

components of the vector part of Qe are shown in Fig. 3(a) to 3(c). It can be seen

that the trajectories of the unit quaternion are controlled into the prescribed

tube described by (15). Thus the prescribed performance, i.e. attitude tracking
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(a) ĉ1 and ĉ2 without gyro fault
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(b) ĉ3 without gyro fault

Figure 8: Estimated parameters without gyro fault

error converging to a small residual set, the converge rate being faster than

the predefined value and the overshoot and undershoot being constrained, is

guaranteed. However, the trajectories of qe1 and qe2 under the controller (18) of

[20] or the controller (18) of [33] exceed the prescribed performance boundaries.

Fig. 4 presents the time history of the angular velocity error ωe (ωoe = ωe in this

case). ωe converges to a small region and the maximum angular velocity error

is smaller than 2 deg/s. Fig. 5 shows the convergence of the transformed state

v, whose boundedness guarantees the prescribed performance. According to

property 1, v going to zero implies qev converges to zero. Fig. 6 and Fig. 7 show

the allocated control torque and actual output control torque correspondingly.

Fig. 6 tells that the allocated control torque to the fourth actuator which

totally fails is zero. This verifies the effectiveness of the CA method in (20),

which minimizes the use of the faulty actuator. Fig. 7 demonstrates the actual

output. The difference to Fig. 6 illustrates the actuator effectiveness given by

(54). The estimated parameters are shown in Fig. 8. ĉ1, ĉ2 in Fig. 8(a) and ĉ3

in Fig. 8(b) are bounded. All of these estimated parameters converge to zero. In

addition, all of these estimated parameters are greater than zero, which verifies

the Property 2.

Case II : Simulation results with gyro fault
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(d) qe3 and prescribed constraint

Figure 9: Trajectory of quaternion error without gyro fault

The sensor fault is considered in the scenario. The output of the measured

angular velocity are assumed as:
ωo1 (t) =

(
1 + 0.2 sin

(
π
15 t
)

+ 0.1rand (�)
)
ω1 (t)

ωo2 (t) =
(
1 + 0.2 sin

(
π
15 t+ π

3

)
+ 0.1rand (�)

)
ω2 (t)

ωo3 (t) =
(
1 + 0.2 sin

(
π
15 t+ 2π

3

)
+ 0.1rand (�)

)
ω3 (t)

(55)

It can be seen that the measurement of the angular velocity is corrupted with a

periodic and random error, and the maximum magnitude of the measurement

error is 30 percents of the actual value. The initial attitude is chosen to be

Q(0) = [0.9354, −0.2, 0.15, 0.25]T .

These measured values marked with a superscript ‘o’ are only used in con-

troller design in simulation, and the actual value are used as the input of the
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Figure 10: ωewith gyro fault
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Figure 11: v with gyro fault
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Figure 12: Ua with gyro fault
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Figure 13: Ur with gyro fault

kinematics model. The simulation results are shown as in Fig. 9 and 14.

Fig. 9 shows that prescribed performance guaranteed attitude tracking is

achieved. It gives that the tracking error converges to a small set within 50s.

Similar to Fig. 3, the components of the vector part of the quaternion error

converge to small values which are smaller than the predefined steady state

error, and the rate of convergence is larger than the required speed as shown in

Fig. 9(b) to Fig. 9(d). The control results under controllers in [20] and [33] are

also similar to the results shown in Fig. 3 where the prescribed performance is
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(a) ĉ1 and ĉ2 with gyro fault
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(b) ĉ3 with gyro fault

Figure 14: Estimated parameters with gyro fault

not guaranteed. Fig. 10 demonstrates the time history of the measured angular

velocity error. It is clear that the demonstrated ωoe does not converge to zero

as in Fig. 10. The compromised angular velocity as in (55) is used to calculate

ωoe , which is further employed to compute command control torque. Fig. 11

shows the trajectory of the transformed state. The boundedness of transformed

state in Fig. 11 guarantees the pre-designed performance requirement, and the

convergence of v implies the convergence of qev. Similar to Fig. 6 and Fig. 7,

Fig. 12 and Fig. 13 present the allocated control torque and the actual control

torque under the fault scenarios in (54). All the estimated parameters ĉ1, ĉ2

and ĉ3 are shown in Fig. 14.

5. Conclusion

This paper investigates the attitude tracking problem of the rigid spacecraft

suffering from actuators fault, misalignment and external disturbances simul-

taneously. In the process of the tracking, the tracking error is required to

converge to a small residual set and the converge rate is required to be larger

than a predesigned value with requirements in overshoot and undershoot. These

prescribed performance requirements are transformed into a new state, whose

boundedness is sufficient and necessary to guarantee the performance require-
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ment. Using this transformed state, a robust adaptive sliding mode controller

is developed. In addition, a L2-CA method is employed to minimize the use

of faulty actuator. The overall proposed fault-tolerant control system achieves

attitude tracking with prescribed performance. Numerical simulation results

verify the effectiveness of the proposed controller.

Supporting information

To verify the assumption of c3 < 1, the true value of
∥∥LD#

∥∥ during the

maneuver is demonstrated as follows:
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Figure 15: Value of
∥∥LD#

∥∥ during the simulation without gyro fault

It is clearly observed that the maximum of
∥∥LD#

∥∥ is less than 0.2. In the

simulation, we choose c3 = 0.25. Therefore, the inequality
∥∥LD#

∥∥ < c3 < 1

holds throughout the simulation .
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