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Abstract

This paper addresses the finite-time fault-tolerant attitude stabilization control problem for a rigid spacecraft in the presence of actuator faults/failures, external disturbances, and modeling uncertainties. Firstly, a basic fault-tolerant controller is proposed to accommodate actuator faults/failures and guarantee local finite-time stability. When there is no a priori knowledge of actuator faults, disturbances, and inertia uncertainties, an on-line adaptive law is proposed to estimate the bounds of these uncertainties, and local finite-time convergence is achieved by an adaptive fault-tolerant controller. In addition, another adaptive fault-tolerant control scheme is derived which explicitly takes into account the actuator saturation. The proposed attitude controller provides fault-tolerant capability despite control input saturation and also ensures that attitude and angular velocity converge to a neighbourhood of the origin in finite time. Finally, simulation studies are presented to demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION

In safety-critical systems such as spacecrafts and aircrafts, reliability is particularly important as a minor fault in such systems can result in significant performance degradation or even instability. To enhance the system reliability and safety, a controller has to be capable of tolerating potential faults and maintaining desirable system performance. A way to ensure reliable operation of systems in the presence of undesirable faults is by means of fault-tolerant control (FTC) strategies [1]–[3], which can be classified into two categories, namely, passive FTC and active FTC. The active FTC approach reacts to the system component malfunctions by reconfiguring the controller based on real-time information from a fault detection and diagnosis (FDD) scheme. In contrast to active FTC approach, passive method utilizes a single robust controller to deal with all expected faults. Since neither FDD capability
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nor controller reconfiguration is required, the passive FTC approach is simpler to implement from a practical point of view. Furthermore, it has the advantage of avoiding time delay introduced by the online FDD and controller reconfiguration in active FTC. In practice, the fault can progress rapidly and the critical system may even become unstable before a desired active fault-tolerant controller can be synthesized [4], [5]. Motivated by the above, this paper focuses on the development of a passive fault-tolerant controller for a spacecraft attitude control system to handle actuator faults/failures.

There have been a great deal of results in the literature on spacecraft attitude control with actuator faults. For instance, in [6], based on feedback linearization control technique, a robust and asymptotically stable controller was implemented for automated attitude recovery of rigid and flexible spacecraft. In [7], an indirect robust adaptive FTC strategy for spacecraft attitude tracking was presented to accommodate actuator failures. With the use of a backstepping technique and three estimation filters, an adaptive FTC scheme was developed for spacecraft attitude stabilization in [8]. In [9], a velocity-free FTC feedback control law was proposed to solve the problem of fault tolerant attitude stabilization for a rigid spacecraft. In [10], a fault tolerant attitude tracking controller based on variable structure approach was proposed for attitude control of spacecraft, where the transient response of the closed-loop system was controlled by suitable choice of a dedicated parameter.

Although all the above-mentioned FTC approaches can accommodate actuator faults, most of them only guarantee asymptotic stability, which means that the system states converge to the equilibrium as time tends to infinity. For some spacecraft missions, such as remote sensing or reconnaissance, the spacecraft is required to achieve rapid attitude maneuvering together with high targeting accuracy and stability between the maneuvers [11]. Thus, finite-time convergence in [12] becomes applicable, as it ensures fast convergence, high precision control performance, and better disturbance rejection [12], [13]. It should be pointed out that the authors of [14] present some results on finite time stability concerning the transient behavior of a system response, which is different from that defined in [12]. In [15], fast terminal sliding mode (FTSM) control schemes were used for spacecraft attitude control to achieve finite time convergence. In [16], a finite-time attitude coordination control scheme for spacecraft formation flying was derived on the basis of modified FTSM. Based on geometric homogeneity technique, two simple proportional-derivative controllers are proposed for finite-time stabilization of spacecraft in [17] to achieve fast transient and high-precision performance. However, these controllers are designed without considering actuator faults, and so they are unsuitable for FTC of the spacecraft attitude control system. Recently, in [18], a finite-time fault-tolerant controller was proposed for spacecraft attitude tracking system to accommodate two types of reaction wheel fault.

Another key issue that should be addressed in spacecraft attitude control systems as well as FTC systems is actuator saturation. Due to the physical limitations of the actuator, it may not be able to generate typically commanded control torque. Particularly, in the event of actuator faults/failures, the remaining actuators are required to generate higher torques to compensate for the faulty actuators to maintain system performance [19]–[22]. As a result, actuator faults/failures may potentially lead to saturation of the actuators, which will lead to further damage to the rest of the system or even instability of the closed-loop system if there is no appropriate control strategy to dump the saturated actuators [19], [22]. A number of spacecraft attitude control schemes which handle actuator
saturation can be found in [23]–[26] and the reference therein. It should be pointed out that control allocation is an effective way to solve the actuator saturation problem when redundant actuators are available [27], [28]. In the case of actuator faults/failures, since on-line information on the effectiveness of the actuators is required in control allocation process, an FDD scheme is necessary (see, for example, [29]–[31], and [32]). However, whatever FDD method is employed, the estimate of fault information will not be perfect [32]. As a result, control allocation algorithm may not be able to realize the desired control effect, especially when actuator saturation limits are present [33]. In addition, most of the aforementioned control allocation strategies are proposed and implemented in an open-loop manner [34], [35], as the stability of such closed-loop system under using control allocation with the baseline controller could not be guaranteed theoretically [36].

This paper investigates the FTC problem for spacecraft attitude stabilization, where local finite-time stability or ultimate boundedness of the closed-loop trajectories is achieved with explicit regard to actuator faults and control input saturation. In order to achieve finite-time stability, FTSM manifold is introduced. Assuming that there exists a priori knowledge of faults and uncertain system parameters, a basic finite-time fault-tolerant controller is proposed to accommodate four types of actuator faults/failures in the presence of bounded external disturbances and inertia uncertainties. Furthermore, with the aid of adaptation mechanism, two adaptive FTC approach is proposed, which can ensure locally finite-time convergence in both the reaching phase and the sliding phase despite actuator faults/failures. The main contributions of this paper are stated as follows:

1) With consideration of the actuator redundancy, four types of common reaction wheel faults/failures are accommodated by the proposed fault-tolerant controllers.

2) Based on fast terminal sliding mode control technique, local finite-time stability for spacecraft attitude maneuver in the presence of the external disturbances, inertia uncertainties, actuator faults/failures, can be guaranteed by the use of Lyapunov direct approach.

3) The proposed final adaptive finite-time fault-tolerant controller not only has the capability to protect the actuator from saturation, but also guarantees that attitude and angular velocity converge to a neighbourhood of the origin in finite time without FDD scheme under actuator faults/failures.

The remaining part of the paper is organized as follows. In Section II, the mathematical models for the rigid spacecraft and actuator fault are introduced. The design and analysis of a basic finite-time fault-tolerant controller and two adaptive finite-time FTC schemes are addressed in Section III. To verify the effectiveness of the proposed fault-tolerant controllers, the simulation studies are given in Section IV, followed by conclusions in Section V.
II. Preliminaries

A. Spacecraft Dynamic Equation and Kinematics Equation

The spacecraft is modeled as a rigid body with reaction wheel as actuators. The nonlinear differential equations that govern the kinematics and dynamics of the spacecraft in terms of quaternion can be expressed as [28], [37]

\[
J(\omega)\dot{\omega} = -\omega \times (J(\omega)\omega + DJ_w\Omega) + D\tau + d(t) \tag{1}
\]

\[
\dot{q}_v = \frac{1}{2}(q_v \times \omega + q_0\omega) \tag{2}
\]

\[
\dot{q}_0 = -\frac{1}{2}q_v^T\omega. \tag{3}
\]

where \(J(\cdot) \in \mathbb{R}^{3 \times 3}\) is the inertia matrix of the spacecraft, \(\omega \in \mathbb{R}^3\) is the angular velocity vector of the spacecraft with respect to an inertial frame \(\mathcal{I}\) and expressed in the body frame \(\mathcal{B}\), \(Q = [q_0, q_1, q_2]_T = [q_0, q_v^T]_T \in \mathbb{R} \times \mathbb{R}^3\) denotes the unit quaternion describing the attitude orientation of the body frame \(\mathcal{B}\) with respect to inertial frame \(\mathcal{I}\) and satisfies the constraint \(q_0^2 + q_v^Tq_v = 1\), \(\tau \in \mathbb{R}^n (n > 3)\) is the control torque produced by \(n\) reaction wheels, \(J_w = diag([J_{w1}, J_w2, \ldots, J_{wn}]) \in \mathbb{R}^{n \times n}\) is the inertia matrix of reaction wheels, \(\Omega \in \mathbb{R}^n\) is the angular velocity of the reaction wheel, \(D \in \mathbb{R}^{3 \times n}\) is the reaction wheel distribution matrix, \(d(t) \in \mathbb{R}^3\) is the external disturbance.

Note that the symbol \(\times\) denotes the vector cross product. The control torques \(\tau\) generated by the reaction wheel are given by

\[
\tau = -J_w\dot{\Omega}. \tag{4}
\]

Here, it is assumed that there exists uncertainty in the matrix \(J(\cdot)\), i.e. \(J(\cdot) = J_0 + \Delta J\), where \(J_0\) and \(\Delta J\) denote the nominal part and uncertain part of \(J(\cdot)\), respectively. Then (1) can be rewritten as

\[
J_0\dot{\omega} = -\omega \times J_0\omega - \omega \times DJ_w\Omega + D\tau + d(t) - \Delta J\dot{\omega} - \omega \times \Delta J\omega. \tag{5}
\]

**Property 1**: The nominal part \(J_0\) of inertia matrix is a symmetric and positive definite matrix and can be lower and upper bounded as follows:

\[
J_1 \|x\|^2 \leq x^TJ_0x \leq J_2\|x\|^2, \quad \forall x \in \mathbb{R}^3
\]

where \(J_1\) and \(J_2\) are some positive constants, and \(\|\cdot\|\) denotes Euclidean norm of vectors and largest singular value for matrices.

B. Actuator Faults/Failures Model

The actuator considered in this paper is reaction wheel, which consists of a flywheel and an electric motor. When the rotation speed of the flywheel is changed, the spacecraft begins to counter-rotate proportionately through conservation of angular momentum. A fault/failure may occur in several components of the reaction wheel, such as faulty electronics, drive motor, and power supply, etc. As discussed in [38], [39], reaction wheels are sensitive devices that are vulnerable to the following four main sources of faults/failures:
1) Decreased reaction torque (F1): Due to increased friction between stator and rotor, inadequate lubrication and marginal failures in bearings, and decreased motor torque, the rate of change of the wheel speed might be less than the nominal value. As a consequence, the generated reaction wheel output torque could be less than the commanded torque by the controller.

2) Increased bias torque (F2): Because of changes in coulomb friction and viscous friction of the bearings caused by aging, time-varying temperature, and lubrication, the wheel may not be capable of holding its speed, which may accelerate or decelerate the wheel gradually. Therefore, a low bias torque is produced even when the commanded attitude control torque is zero.

3) Failure to respond to control signals (F3): If malfunction occurs in drive electronics, drive motor, and power supply, the reaction wheel may decelerate slowly or hold its speed, without any response to control signals.

4) Continuous generation of reaction torque (F4): Faults in the bus voltage and intermittent time-varying faults in the motor current might lead to continuous increase or decrease in wheel speed, thereby generating reaction torque, independent of the commanded torque by the controller.

Based on the definitions of fault and failure from [40], F1 and F2 could be categorized as actuator fault, while F3 and F4 could be categorized as actuator failure. When a fault occurs in one reaction wheel, the reaction wheel is still usable but may have a slower response or become less effective. But once a failure occurs, the reaction wheel may undergo a catastrophic or complete breakdown, which is much more severe than a fault. If one of the reaction wheel experiences F3-F4, actuator redundancy should be used to ensure three-axis control of the attitude control system and maintain performance. On the other hand, the above four types of reaction wheel faults/failures can also be classified on the basis of their effects on the output behaviour of the reaction wheel, and F1-F4 of the reaction wheel can be described as partial loss of effectiveness fault, bias fault, outage failure, and hardover failure, respectively.

The above four types of reaction wheel faults/failures can be mathematically modelled as

$$\tau_i = e_i(t)u_{ci} + \bar{u}_i,$$

where $u_{ci}$ denotes the desired torque signal of the $i$th reaction wheel generated by the controller with $i = 1, 2, \ldots, n$, $0 \leq e_i(t) \leq 1$ represents the effectiveness factor of the $i$th reaction wheel, $\bar{u}_i$ is the uncertain faulty input entering the spacecraft in an additive way, and $\tau_i$ denotes the actual control action exerted on the spacecraft. In the situation of fault-free, the actual output torque of an actuator is equal to its desired value, i.e., $\tau_i = u_{ci}$, with $e_i(t) = 1$ and $\bar{u}_i = 0$. Corresponding relations between model parameters and reaction wheel faults/failure are summarized in Table I.

According to (7), the actual control torque $\tau$ generated by $n$ reaction wheels can be written as follows:

$$\tau = E(t)u_c + \bar{u},$$

where $u_c = [u_{c1}, u_{c2}, \ldots, u_{cn}]^T \in \mathbb{R}^n$ denotes the input torque vector of the $n$ actuators, $E(t) = \text{diag}(e_1(t), e_2(t), \ldots, e_n(t)) \in \mathbb{R}^{n \times n}$ represents the actuator control effectiveness matrix, and $\bar{u} = [\bar{u}_1, \bar{u}_2, \ldots, \bar{u}_n]^T \in \mathbb{R}^n$ is the
<table>
<thead>
<tr>
<th>Fault/Failure Type</th>
<th>Fault/Failure</th>
<th>$e_i$</th>
<th>$\bar{u}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 Partial loss of effectiveness fault</td>
<td>$0 &lt; e_i &lt; 1$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>F2 Bias fault</td>
<td>$1$</td>
<td>$\bar{u}_i \neq 0$</td>
<td></td>
</tr>
<tr>
<td>F3 Outage failure</td>
<td>$0$</td>
<td>$0$</td>
<td></td>
</tr>
<tr>
<td>F4 Hardover failure</td>
<td>$0$</td>
<td>$\bar{u}_i \neq 0$</td>
<td></td>
</tr>
</tbody>
</table>

additive actuator fault vector. Hence, the attitude dynamic model with reaction wheel faults/failures $F1-F4$ can be written as

$$J_0\dot{\omega} = -\omega \times J_0\omega - \omega \times DJ_0\Omega + DE(t)u_c + D\bar{u} + d(t) - \Delta J\dot{\omega} - \omega \times \Delta J\omega.$$  \hspace{1cm} (9)

C. Transformed Spacecraft Attitude Dynamics

To express the attitude dynamics in a more convenient manner for controller design, the Lagrange-like equation is adopted to describe spacecraft attitude dynamics. Denoting $T = \frac{1}{2} [R(q_v) + q_0 I_3] \in \mathbb{R}^{3 \times 3}$, where $R(x)$ is a skew-symmetric matrix for $x, y \in \mathbb{R}^3$ such that $x \times y = R(x)y$. Then, equation (2) can be expressed as

$$\omega = P\dot{q}_v,$$  \hspace{1cm} (10)

with

$$P = T^{-1} = \left[ \frac{1}{2} (R(q_v) + q_0 I_3) \right]^{-1}.$$  \hspace{1cm} (11)

After taking the time derivative of (10), the following expression for $\dot{\omega}$ is obtained:

$$\dot{\omega} = P\ddot{q}_v + \bar{P}\ddot{q}_v.$$  \hspace{1cm} (12)

Substituting (10) and (12) into (9) and premultiplying both sides of the resulting expression by $P^T$ lead to

$$J^* \ddot{q}_v = -\Xi \ddot{q}_v + P^T(DJ_0\Omega) \times P\dot{q}_v + P^TDE(t)u_c + P^TD\bar{u} + T_d,$$  \hspace{1cm} (13)

where $J^* = P^TJ_0P$, $\Xi = P^TJ_0\dot{P} - P^T(J_0P\dot{q}_v) \times P$, and $T_d = P^T(d(t) - \Delta J\dot{\omega} - \omega \times \Delta J\omega)$. Here, $T_d$ is considered as the lumped disturbances and uncertainties. Regarding the dynamic model given in (13) and Property 1, the following properties are given according to [41].

Property 2: The inertia matrix $J^*$ is symmetric positive definite, and the matrix $\dot{J}^* - 2\Xi$ satisfies the following skew-symmetric relationship:

$$x^T \left( \dot{J}^* - 2\Xi \right) x = 0, \hspace{1cm} \forall x \in \mathbb{R}^3.$$  \hspace{1cm} (14)

Property 3: The inertia matrix $J^*$ is lower and upper bounded, and satisfies the following bounded condition:

$$J\|x\|^2 \leq x^T J^* x \leq \bar{J}\|x\|^2, \hspace{1cm} \forall x \in \mathbb{R}^3.$$  \hspace{1cm} (15)
where $J$ and $\bar{J}$ are positive constants.

For the development of control law, the following assumptions are given.

**Assumption 1:** To ensure that $P$ defined in (11) exists, the following condition should be satisfied [41]:

$$\det(T) = \frac{1}{2} q_0 \neq 0, \quad \forall t \in [0, \infty)$$  \hspace{1cm} (16)

In order to guarantee that (16) remains valid, it is required that the initial value of $q_0$ satisfy this constraint, and that the subsequent controller is designed to guarantee that $q_0 \neq 0$ for all $t > 0$.

**Assumption 2:** The external disturbance $d$ in (1) is upper bounded by a constant, and the lumped term $T_d$ of the disturbances and uncertainties satisfies the following condition [42]:

$$\|T_d\| \leq \gamma_0 \Phi,$$  \hspace{1cm} (17)

where $\Phi = 1 + \|\omega\| + \|\omega\|^2$, and $\gamma_0$ is a positive constant.

**Assumption 3:** The additive fault introduced in the fault model (8) satisfies

$$\|\bar{u}\| \leq f_0,$$  \hspace{1cm} (18)

where $f_0$ is a positive constant.

**Assumption 4:** The positive definite matrix $DEDT^T$ satisfies

$$0 < e_0 \leq \min\{\lambda_{\text{min}}(DEDT^T), 1\},$$  \hspace{1cm} (19)

where $\lambda_{\text{min}}(\cdot)$ represents the minimum eigenvalue of a matrix and $e_0$ is a positive constant.

**Remark 1:** The model of the lumped variable $T_d$ in assumption 2 can be generalized to $\|T_d\| \leq \gamma_0 + \gamma_{o1}\|\omega\| + \gamma_{o2}\|\omega\|^2$ to reduce the conservativeness, where $\gamma_{o1}$ and $\gamma_{o2}$ are two constants. However, two additional design parameters are introduced, which will complicate the design process and increase the computational complexity, especially to the case of adaptive fault-tolerant controller design. The assumption 4 means that, although the $n$ actuators ($n > 3$) may suffer from partial loss of actuator effectiveness or even complete failure, the number of totally failed actuators is no more than $n - 3$ such that $DEDT^T$ remains positive definite. If more than $n - 3$ actuators have totally failed, the matrix $DEDT^T$ becomes singular and the system is underactuated. In such a situation, other types of actuator have to be employed [37]. The underactuated system is not considered further in this paper.

**D. FTSM Manifold Design**

To develop the control scheme, the FTSM manifold $s \in \mathbb{R}^3$ is defined as

$$s = \dot{q}_v + \alpha q_v + \beta \text{sig}(q_v)^r = 0,$$  \hspace{1cm} (20)

where $\alpha$ and $\beta$ are positive constants, $r = \frac{r_1}{r_2}$, $r_1$ and $r_2$ are positive odd integers and $0 < r < 1$, and the function $\text{sig}(x)^r$ is defined as

$$\text{sig}(x)^r = [|x_1|^r \text{sign}(x_1), |x_2|^r \text{sign}(x_2), |x_3|^r \text{sign}(x_3)]^T$$
where \( x_j \) is the \( j \)th component of \( x \in \mathbb{R}^3, j = 1, 2, 3 \).

Differentiating sliding function \( s \) with respect to time yields

\[
\dot{s} = \ddot{q}_v + \alpha \dot{q}_v + \beta r \text{diag}(|q_v|^{-1}) \dot{q}_v. \tag{21}
\]

Since (21) contains a negative fractional power \( r - 1 \), the singularity will occur if \( q_{vj} = 0 \) and \( \dot{q}_{vj} \neq 0 \). To avoid singularity, first order derivative of \( s \) is modified as [43]

\[
\dot{s} = \ddot{q}_v + \alpha \dot{q}_v + \beta q_{vr}, \tag{22}
\]

with \( q_{vr} \in \mathbb{R}^3 \) defined as

\[
q_{vr,j} = \begin{cases} 
  r|q_{vj}|^{-1} \dot{q}_{vj}, & \text{if } |q_{vj}| \geq \epsilon, \text{ and } \dot{q}_{vj} \neq 0 \\
  r|\epsilon|^{-1} \dot{q}_{vj}, & \text{if } |q_{vj}| < \epsilon, \text{ and } \dot{q}_{vj} \neq 0 \\
  0, & \dot{q}_{vj} = 0
\end{cases} \tag{23}
\]

where \( q_{vr,j} \) is the \( j \)th component of \( q_{vr} \), \( \epsilon \) is a small positive constant. Then, considering (13), (20), and (22), it can be shown that

\[
J^* \dot{s} = -\Xi s + P^T D E u_c + P^T D \ddot{u} + P^T (D J_w \Omega) \times \dot{P} q_v + \Xi \alpha q_v + \Xi \beta \text{sign}(q_v)^T + J^* \alpha \dot{q}_v + J^* \beta q_{vr} + T_d. \tag{24}
\]

The above equation can be further simplified as

\[
J^* \dot{s} = -\Xi s + P^T D E u_c + P^T D \ddot{u} + F + T_d, \tag{25}
\]

where \( F = P^T (D J_w \Omega) \times \dot{P} q_v + \Xi \alpha q_v + \Xi \beta \text{sign}(q_v)^T + J^* \alpha \dot{q}_v + J^* \beta q_{vr} \).

The following results will be used in Sec. III to derive finite-time stability proof for the proposed controller design.

**Lemma 1 [15]:** Suppose \( a_1, a_2, \ldots, a_n \) are positive numbers and \( 0 < p < 2 \), then the following inequality holds:

\[
(a_1^2 + a_2^2 + \cdots + a_n^2)^p \leq (a_1^p + a_2^p + \cdots + a_n^p)^2. \tag{26}
\]

**Lemma 2 [12]:** Suppose \( V(x) \) is a continuous positive-definite function (defined on \( D \in \mathbb{R} \)) and \( \dot{V}(x) + \lambda V^\rho(x) \) is negative semi-definite on \( x \in \mathbb{R} \) for \( 0 < \rho < 1 \) and \( \lambda > 0 \), then there exist an area \( \mathcal{D}_0 \in \mathbb{R} \) such that any \( V(x) \) which starts from \( \mathcal{D}_0 \in \mathbb{R} \) can reach \( V(x) \equiv 0 \) in finite time. Moreover, if \( T_{reach} \) is the time needed to reach \( V(x) \equiv 0 \), then

\[
T_{reach} \leq \frac{V^1-\rho(x_0)}{\lambda(1-\rho)}, \tag{27}
\]

where \( V(x_0) \) is the initial value of \( V(x) \).

**Lemma 3 [44]:** Assume \( \rho_1 > 0, \rho_2 > 0, \) and \( 0 < \rho < 1 \), if a continuous positive definite function \( V \) satisfies the following inequality:

\[
\dot{V} \leq -\rho_1 V - \rho_2 V^\rho, \quad \forall t > 0 \tag{28}
\]
then, it can be found that $V$ which starts from $V(x_0)$ can reach $V \equiv 0$ in finite time. Moreover, the reaching time $T_{reach}$ is given by

$$T_{reach} \leq \frac{1}{\rho_1(1 - \rho)} \ln \frac{\rho_1 V^{1 - \rho}(0) + \rho_2}{\rho_2}.$$  

(29)

Lemma 4: Consider the terminal sliding mode manifold $s$ defined by (20). If the sliding mode manifold satisfies $s = 0$, then the system states $q_v$ and $\dot{q}_v$ are globally finite-time stable, i.e., the system states $q_v$ and $\dot{q}_v$ which start from $q_v(0)$ and $\dot{q}_v(0)$ will converge to $q_v = 0$ and $\dot{q}_v = 0$ in finite time, respectively.

Proof. See the Appendix A.

III. FAULT-TOLERANT CONTROLLER DESIGN

In this section, we shall show the development of an adaptive finite-time fault-tolerant controller to solve the attitude stabilization problem under actuator faults/failures $\textbf{F1-F4}$ and control input saturation. Three control schemes are proposed. Firstly, a basic finite-time fault tolerant controller is designed assuming a priori knowledge of the bounds on disturbances, uncertainties, and actuator faults/failures is known. Subsequently, an adaptive finite-time fault-tolerant controller is designed without relying on any prior knowledge. Finally, the results are extended to the case in which actuator saturation is considered.

A. Basic Finite-Time Fault-Tolerant Controller Design

For the attitude dynamics defined in (25) with actuator faults/failures, assuming parameters $\gamma_0$, $f_0$, and $e_0$, which respectively represent the upper bounds on the lumped disturbances and uncertainties, upper bound of additive fault and lower bound of the minimum eigenvalue of $DED^T$, are known, the basic finite-time FTC law is designed as

$$u_c = -D^T P [u_{nom} + (\gamma_1 \|D\| + \gamma_2 \|P\|\|u_{nom}\|) \frac{s}{\|Ps\|}],$$  

(30)

with

$$u_{nom} = k \|s_\rho\|_1 + (\|F\| + \gamma_0 \Phi) \|s\| s,$$  

(31)

where $k$ is a positive scalar, $s_\rho$ is a column vector defined as $s_\rho = [s_1^{\rho + 1}, s_2^{\rho + 1}, s_3^{\rho + 1}]^T$; $\rho$ is a positive scalar satisfying $0 < \rho < 1$, $\gamma_1$ and $\gamma_2$ are positive scalars satisfying $\gamma_1 = \frac{f_0 + \varepsilon}{e_0}$ and $\gamma_2 = \frac{1 - e_0 + \varepsilon}{e_0}$ respectively with $\varepsilon$ is a small positive scalar.

Theorem 1: Consider the attitude control systems described by (1-3) in the presence of four types of reaction wheel faults/failures $\textbf{F1-F4}$. If Assumptions 1-4 are satisfied and the controller (30) is applied, then the closed-loop system will be locally stabilized in finite time, i.e., $q_v \rightarrow 0$, $\omega \rightarrow 0$ in finite time.

Proof. See the Appendix B.

Remark 2: Since finite-time stability requires that system states converge to the equilibrium in finite time, finite-time stability is therefore a much stronger requirement than asymptotic stability [45], whose convergence rate is at best exponential. Hence, the closed-loop systems under finite-time controller will have a faster convergence rate
Moreover, the convergence time for achieving attitude stabilization can be given by Lemma 2 and Lemma 3.

Remark 3: It should be pointed out that \( q_v \to 0, \omega \to 0 \) in finite time is proved here, and the state \( q_0 \) is not considered. When \( q_v = 0 \), it is obtained that \( q_0 = \pm 1 \) from the constraint condition on unit quaternion. Therefore, there exist two equilibrium points, i.e., \( Q = [1, 0, 0, 0]^T \) and \( Q = [-1, 0, 0, 0]^T \). However, due to the fact that both equilibrium points correspond to a unique physical equilibrium orientation [46], it is only needed to guarantee that \( q_v \to 0 \) in finite time. In addition, due to the Assumption 1 that requires \( q_0(t) \neq 0 \) for all \( t \geq 0 \), local finite-time stability is obtained in Theorem 1, as well as the following two theorems in Sec. III.B and Sec. III.C. In order to remove this assumption and get global result, some switching method may be incorporated into the controller design, such as [47], but this is not within the scope investigated in this work.

Remark 4: Note that for the fault-free case with all actuators functional, finite-time stability can also be guaranteed by choosing the same control scheme in (30). This is easily shown by applying the same procedure outlined in the proof of Theorem 1, which implies that the proposed controller in (30) is able to achieve attitude stabilization in finite time irrespective of whether actuator faults occur or not.

B. Adaptive Finite-Time Fault-Tolerant Controller Design

In the first basic finite-time FTC law, the bounds on the inertia uncertainties, external disturbances and actuator faults/failures are assumed to be known to the designer in advance. In practice, these information on the bounds are not always available due to the complicated structure of disturbance, time-varying inertia property, and unexpected characteristics of faults/failures. Therefore, in order to avoid the requirements of a priori knowledge of these bounds, an adaptive mechanism is introduced to estimate these bounds information.

The adaptive finite-time FTC law is designed as

\[
 u_c = -D^T P \left[ u_{nom} + (\hat{\gamma}_1 \|D\| + \hat{\gamma}_2 \|P\| \|u_{nom}\|) \frac{s}{\|Ps\|} \right],
\]

with

\[
u_{nom} = \left( k + \|F\| + \hat{\gamma}_0 \Phi \right) \|s\| \|Ps\| \frac{s}{\|Ps\|},
\]

where \( k \) is a positive scalar, \( \hat{\gamma}_0, \hat{\gamma}_1, \) and \( \hat{\gamma}_2 \) are the estimated values of \( \gamma_0, \gamma_1 = \frac{\ell_0 + \varepsilon}{e_0}, \) and \( \gamma_2 = \frac{1 - e_0 + \varepsilon}{e_0}, \) respectively.

The adaptive laws are chosen as

\[
 \begin{align*}
 \dot{\hat{\gamma}}_0 &= c_0 (\Phi \|s\| - \delta_0 \hat{\gamma}_0), \\
 \dot{\hat{\gamma}}_1 &= c_1 (\|D\| \|Ps\| - \delta_1 \hat{\gamma}_1), \\
 \dot{\hat{\gamma}}_2 &= c_2 (\|P\| \|u_{nom}\| \|Ps\| - \delta_2 \hat{\gamma}_2),
\end{align*}
\]

where \( c_i > 0 \) and \( \delta_i > 0 \) (\( i = 0, 1, 2 \)) are the design parameters, and the initial estimated values satisfy \( \hat{\gamma}_i(0) > 0 \).

Lemma 5 [48]: Given the parameter adaptive law in (34a)-(34c), the parameters \( \gamma_i \) as well as their estimates \( \hat{\gamma}_i \) have upper bounds, i.e., there always exist positive scalars \( \bar{\gamma}_i \) such that \( \hat{\gamma}_i \leq \bar{\gamma}_i \) and \( \gamma_i \leq \bar{\gamma}_i \) for all \( t > 0 \), respectively.
Theorem 2: Consider the attitude control systems described by (1-3) in the presence of four types of reaction wheel faults/failures $F_1$-$F_4$. If the adaptive controller (32) and update laws in (34a-34c) are applied under Assumptions 1-4, the sliding mode manifold will converge to the neighborhood of $s = 0$ as
\[
\|s\| \leq \Delta_s
\]in finite time, where $\Delta_s = \sqrt{\frac{\phi}{2}}$, $\delta$ and $\phi$ are positive scalars to be defined later. Furthermore, the spacecraft attitude $q_{vj}$ and angular velocity $\omega_j$ ($j = 1, 2, 3$) will locally converge to the regions
\[
|q_{vj}| \leq \min\left\{\frac{|\Delta_s|}{\alpha}, \left(\frac{|\Delta_s|}{\beta}\right)^\frac{1}{2}\right\}, \quad |\omega_j| \leq 6\sqrt{3}\Delta_s
\]in finite time, respectively.

Proof. See the Appendix C. \qed

Remark 5: It should be noted that, the control scheme in (32) is independent of the parameters $e_0$ and $f_0$. Thus, there is no need to involve a FDD block to identify actuator faults and the proposed fault-tolerant controller is able to accommodate actuator faults/failures automatically and adaptively whenever actuator faults/failures occur.

Remark 6: As can be seen from (35), the accuracy of the sliding manifold is related to the parameters $\delta$ and $\phi$. Specifically, the larger the parameter $\delta$ or the smaller the parameter $\phi$ is, the smaller $\Delta_s$ becomes. Also, it is clear in (36) that the final accuracy of attitude stabilization is related to the parameters $\alpha$, $\beta$, and $r$. Thus, it can be concluded that larger $\alpha$ and $\beta$ and a smaller $r$ lead to better performance.

C. Adaptive Finite-Time Fault-Tolerant Controller with Input Saturation

To deal with input saturation problem, the adaptive finite-time fault-tolerant controller from Theorem 2 is further enhanced with explicit consideration of actuator saturation. If actuator saturation is taken into consideration, assume that all $n$ actuator control torques are constrained by a common saturation value, given by
\[
|u_{ci}| \leq u_{\text{max}},
\]where $u_{\text{max}}$ is a positive constant representing the maximum allowable control torque and $i = 1, \ldots, n$. The following input saturation function is taken into consideration:
\[
u_{e_{\text{sat}}}(u_e) = \mathcal{X}(u_e) u_e,
\]where $\mathcal{X}(u_e) = \text{diag}(\mathcal{X}_1(u_{e1}), \mathcal{X}_2(u_{e2}), \ldots, \mathcal{X}_n(u_{en}))$, and
\[
\mathcal{X}_i(u_{ei}) = \begin{cases} \frac{u_{\text{max}}}{u_{ei}} \text{sign}(u_{ei}), & \text{if } |u_{ei}| > u_{\text{max}} \\ 1, & \text{if } |u_{ei}| \leq u_{\text{max}} \end{cases}
\]Therefore, the dynamics of spacecraft defined in (25) can be written as
\[
J^s \dot{s} = -\Xi s + P^T D E u_{e_{\text{sat}}} + P^T D \ddot{u} + F + T_d.
\]
Since $0 < \min_i (\mathcal{X}_i (u_c(t))) \leq 1$, according to the density property of real number \cite{49, 50}, there always exists a constant $\kappa$ such that
\[ 0 < \kappa \leq \min_i (\mathcal{X}_i (u_c(t))) \leq 1, \quad \forall u_c(t), \ t \in [0, \infty). \tag{41} \]

Now, the adaptive fault-tolerant control law ensuring attitude stabilization under actuator fault and control input saturation is proposed as
\[ u_c = -D^T P \left[ u_{\text{nom}} + \zeta \hat{\theta}_1 \left( \hat{\theta}_1 \| D \| + \hat{\theta}_2 \| P \| \| u_{\text{nom}} \| \right) \frac{s}{\| P s \|} \right], \tag{42} \]
with
\[ u_{\text{nom}} = \frac{(k + \| F \| + \hat{\theta}_0 \Phi) \| s \|}{\| P s \|}. \tag{43} \]
where $k$ is a positive scalar, $\hat{\theta}_0$, $\hat{\theta}_1$, $\hat{\theta}_2$, and $\hat{\theta}_3$ denote the estimations of constants $\theta_0 = \gamma_0$, $\theta_1 = \frac{k_0 + \varepsilon}{\epsilon_0}$, and $\theta_2 = \frac{1 - e_0 \kappa + \varepsilon}{\epsilon_0}$, and $\theta_3 = \kappa^{-1}$, respectively. The adaptive laws are chosen as
\[ \begin{align*}
\dot{\hat{\theta}}_0 &= c_0 (\Phi \| s \| - \delta_0 \hat{\theta}_0), \\
\dot{\hat{\theta}}_1 &= c_1 (\| D \| \| P s \| - \delta_1 \hat{\theta}_1), \\
\dot{\hat{\theta}}_2 &= c_2 (\| P \| \| u_{\text{nom}} \| \| P s \| - \delta_2 \hat{\theta}_2), \\
\dot{\hat{\theta}}_3 &= \text{Proj}_{\theta_3} \left\{ c_3 \zeta \hat{\theta}_3 \left[ \hat{\theta}_1 \| D \| + \hat{\theta}_2 \| P \| \| u_{\text{nom}} \| \right] \| P s \| - \delta_3 \hat{\theta}_3 \right\},
\end{align*} \tag{44a-d} \]
where $\zeta > 1$, $c_i > 0$ and $\delta_i > 0 \ (i = 0, 1, \ldots, 3)$ are the design parameters, and the initial estimated values satisfy $\hat{\theta}_0(0) > 0$, $\hat{\theta}_1(0) > 0$, $\hat{\theta}_2(0) > 0$, and $\hat{\theta}_3(0) \geq 1$, respectively. $\text{Proj}_{\theta_3} (\bullet)$ denotes the projection operator defined as
\[ \text{Proj}_{\theta_3} (\bullet) = \begin{cases} 
\bullet, & \text{if } \hat{\theta}_3 > 1 \\
\bullet, & \text{if } \hat{\theta}_3 = 1 \text{ and } \bullet \geq 0 \\
0, & \text{if } \hat{\theta}_3 = 1 \text{ and } \bullet < 0
\end{cases} \]
whose role is to keep the estimate $\hat{\theta}_3$ within the interval $[1, +\infty)$ because of the physical meaning of $\kappa$.

Lemma 6 \cite{48}: Given the parameter adaptive law in (44a)-(44d), the parameters $\theta_i$ as well as their estimates $\hat{\theta}_i$ have upper bounds, i.e., there always exist positive scalars $\bar{\theta}_i$ such that $\bar{\theta}_i \leq \hat{\theta}_i$ and $\bar{\theta}_i \leq \hat{\theta}_i, \ i = 0, 1, \ldots, 3$, for all $t > 0$, respectively.

Theorem 3: Consider the attitude control systems described by (1-3) with control input saturation in the presence of four types of reaction wheel faults/failures F1-F4. If the adaptive controller (42) and update laws (44a-44d) are applied under Assumptions 1-4, the sliding mode manifold will locally converge to the neighborhood of $s = 0$ as
\[ \| s \| \leq \Delta_{\text{sat}} \tag{45} \]
in finite time, where $\Delta_{\text{sat}} = \sqrt{\frac{2}{\beta}} \varphi$, and $\varphi$ and $\eta$ and are two positive scalars to be defined later. Furthermore, the spacecraft attitude $q_{v,j}$ and angular velocity $\omega_j \ (j = 1, 2, 3)$ will converge to the region
\[ |q_{v,j}| \leq \min \left\{ \frac{\Delta_{\text{sat}}}{\alpha}, \left( \frac{\Delta_{\text{sat}}}{\beta} \right)^{\frac{1}{\gamma}} \right\}, \quad |\omega_j| \leq 6\sqrt{3} \Delta_{\text{sat}} \tag{46} \]
in finite time, respectively.

Proof. See the Appendix D.

Remark 7: The saturated adaptive fault-tolerant controller in Theorem 3 is also applicable when the actuator is fault-free but with actuator saturation constraint. Since the fault-free case \( e_i(t) = 1 \) and \( \bar{u}_i = 0 \) is also included in the controller design of Theorem 3, by following the same procedure outlined in the proof of Theorem 3, it is guaranteed that attitude and angular velocity converge to a neighbourhood of the origin in finite time with explicit consideration of the actuator saturation no matter actuator faults/failures occur or not.

Remark 8: The proposed control law is discontinuous due to the functions \( s_{\|P_s\|} \) and \( s_{\|P_s\|^2} \), which may lead to undesirable phenomenon of chattering in the sliding mode. This problem can be alleviated by replacing the discontinuous functions \( s_{\|P_s\|} \) and \( s_{\|P_s\|^2} \) by continuous functions \( s_{\|P_s\|+\xi} \) and \( s_{\|P_s\|^2+\xi} \), respectively, where \( \xi \) is a small positive scalar [51].

IV. Numerical Examples and Simulations

To demonstrate the effectiveness and performance of the proposed controller, simulation results are presented in this section. Consider the spacecraft model given in (1-3) with four reaction wheels in a pyramid configuration with the actuator distribution matrix \( D \) given in [37]. The moment inertia of each reaction wheel is \( J_{w} = 0.015 \) kg·m².

The nominal inertia matrix of the spacecraft is \( J_0 = \text{diag}(\{140, 120, 130\}) \) kg·m². Due to energy consumption and onboard payload deployment, the uncertainty in the inertia matrix \( \Delta J \) is considered, which is the same as in [7]. The initial attitude orientation is chosen as \( q_{v}(0) = [0.3, -0.3, 0.2]^T \) and \( q_0(0) = \sqrt{1-q_{v} q_{v}} \). The initial angular velocity of the spacecraft is \( \omega(0) = [0, 0, 0]^T \) rad/s. The initial angular velocity of reaction wheel is set as \( \Omega(0) = [50, 50, 50, 50]^T \) rad/s. The external disturbance model is in the form of \( \bar{d}(t) = 0.005 \times [\sin(0.8t), \cos(0.5t), \cos(0.3t)]^T \) N·m. The parameters in FTSM manifold defined in (20) are chosen as \( \alpha = 0.05, \beta = 0.01, r_1 = 3, \) and \( r_2 = 5 \). In order to accomplish critical mission, the spacecraft must provide high attitude pointing accuracy and stability of the pointing such that \( |q_{v,j}| \leq 1.0 \times 10^{-4} \) and \( |\omega_j| \leq 5.0 \times 10^{-5}, j = 1, 2, 3 \).

A. Basic Finite-Time Fault-Tolerant Controller

In this section, the actuator fault scenario is described as follows. The first reaction wheel experiences an increased bias torque \( F_2 \) (bias fault) with a negative additive bias torque \( \bar{u}_1 = -(0.06 \sin(0.8t) + 0.04) \) N·m after 50 s and the second reaction wheel decreases 50% of its normal actuation torque \( F_1 \) (partial loss of effectiveness fault) after 5 s. The third reaction wheel loses 60% of its effectiveness in the time interval from 5 s to 60 s, and further experiences an additive bias fault with a negative bias torque \( \bar{u}_3 = -(0.02 \sin(0.3t) + 0.02) \) N·m after 60 s. The fourth reaction wheel fails to respond to control signals \( F_3 \) ( outage) after 10 s. The model of bias fault can be found in [52].

For the purpose of comparison, the proposed basic finite-time fault-tolerant control (BFT-FTC) scheme in (30) and the traditional proportional-derivative control (PDC) scheme [28] are compared under the aforementioned reaction
wheel faults. To make a fair comparison of the control performances (e.g., strong robustness and convergence rate), the magnitude of control torques under two control schemes are limited to the same level. The performances of attitude quaternion, angular velocity as well as command control inputs using the BFT-FTC scheme and the PDC method are presented in Figs. 1-3, respectively. From Figs. 1a and 2a, the attitude control requirements for the mission are met by using the BFT-FTC scheme despite external disturbances, inertia uncertainties, and actuator faults. In contrast, the attitude control system with PDC scheme cannot accomplish the mission due to the reaction wheel faults/failures. The control performance comparison of the BFT-FTC scheme and the PDC scheme is shown in Table II in terms of settling time and steady-state precision. As shown in Table II, the BFT-FTC scheme performs significantly better than the PDC scheme with higher steady precision and shorter settling time in both attitude and angular velocity response. The commanded reaction wheel control torque under the two schemes are depicted in Fig. 3. These simulation results show that not only good attitude stabilization performance but also fault tolerance capability can be obtained with the proposed BFT-FTC scheme.

![Fig. 1. Spacecraft attitude response under BFT-FTC scheme and PDC scheme.](image)

**TABLE II**

<table>
<thead>
<tr>
<th>Control scheme</th>
<th>Settling time of $q_v$ (s)</th>
<th>Steady precision of $q_v$</th>
<th>Settling time of $\omega$ (s)</th>
<th>Steady precision of $\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFT-FTC</td>
<td>68</td>
<td>$5.0 \times 10^{-5}$</td>
<td>70</td>
<td>$4.5 \times 10^{-5}$</td>
</tr>
<tr>
<td>PDC</td>
<td>120</td>
<td>$1.5 \times 10^{-2}$</td>
<td>135</td>
<td>$8.0 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

**B. Adaptive Finite-Time Fault-Tolerant Controller**

To illustrate the effectiveness of the proposed adaptive finite-time fault-tolerant control (AFT-FTC) scheme defined in (32), the attitude stabilization problem under actuator faults/failures in the absence of a priori knowledge of
Fig. 2. Spacecraft angular velocity response under BFT-FTC scheme and PDC scheme.

Fig. 3. Commanded control torque under BFT-FTC scheme and PDC scheme.

system parameters is simulated in this section. For comparison purpose, the indirect robust adaptive fault-tolerant control (IRA-FTC) method presented in [7] is also simulated. In the simulation, the reaction wheels are assumed to experience the same fault scenario as described in Sec. IV.A. All the controller parameters of AFT-FTC scheme in (32) are identical to those used in the BTF-FTC scheme in Sec IV.A, and the corresponding parameters of the adaptation law defined in (34a-34c) are chosen with $c_0 = 0.1$, $c_1 = 1$, $c_2 = 1$, $\delta_0 = 0.02$, $\delta_1 = 0.002$, and $\delta_2 = 0.001$. The initial values of $\hat{\gamma}_0$, $\hat{\gamma}_1$, and $\hat{\gamma}_2$ are selected as $\hat{\gamma}_0(0) = 0.005$, $\hat{\gamma}_1(0) = 0.1$, and $\hat{\gamma}_2(0) = 0.1$, respectively. To smooth the proposed fault-tolerant controller, the parameter $\xi$ in Remark 8 is chosen as 0.0002. Similarly, in order to properly evaluate the performance and allow fair comparison between the AFT-FTC and IRA-FTC scheme, the magnitude of control torques under two controllers are limited to the same level.

The attitude quaternion and spacecraft angular velocity are shown in Figs. 4 and 5. The results show that both the AFT-FTC scheme and the IRA-FTC scheme can stabilize the attitude quaternion and angular velocity to a
neighborhood of zero in spite of inertia uncertainties, time-varying disturbances, and reaction wheel faults. As shown by the steady-state behavior in Figs. 4 and 5, the attitude pointing accuracy and the stabilization accuracy under the AFT-FTC scheme are $4.0 \times 10^{-5}$ and $3.5 \times 10^{-5}$, respectively. Thus, the mission can be successfully accomplished by the AFT-FTC scheme. In contrast, the IRA-FTC scheme cannot meet the attitude control requirements for the mission when the control torques are at the same level as under the AFT-FTC scheme. The control performance comparison of the BFT-FTC scheme and the IRA-FTC scheme is shown in Table III. By comparing the performance of the two schemes, it is clear that the AFT-FTC can achieve better attitude pointing accuracy and faster convergence rate than that of the IRA-FTC scheme. The commanded reaction wheel control torques of the two schemes are shown in Fig. 6. Referring to Fig. 7, it is observed that the adaptive parameters $\hat{\gamma}_0$, $\hat{\gamma}_1$, and $\hat{\gamma}_2$ are bounded, and thus the efficacy of the proposed adaptation laws in (34a)–(34c) are verified. These simulation results show that fairly good control performance is achieved by the proposed AFT-FTC approach even under such severe reaction wheel faults and unknown uncertainty bounds which are required to be known in the BFT-FTC scheme.

![Fig. 4. Spacecraft attitude under AFT-FTC scheme and IRA-FTC scheme.](image)

**TABLE III**

<table>
<thead>
<tr>
<th>Control scheme</th>
<th>Control performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Settling time of $q_v$ (s)</td>
</tr>
<tr>
<td>AFT-FTC</td>
<td>73</td>
</tr>
<tr>
<td>IRA-FTC</td>
<td>128</td>
</tr>
</tbody>
</table>

C. Adaptive Finite-Time Fault-Tolerant Controller with Actuator Saturation

In this subsection, besides reaction wheel faults/failures, control input saturation is also simulated. For comparison study, the saturated version of IRA-FTC (SIRA-FTC) scheme in [7] and the AFT-FTC scheme with actuator
Fig. 5. Spacecraft angular velocity response under AFT-FTC scheme and IRA-FTC scheme.

Fig. 6. Commanded control torque under AFT-FTC scheme and IRA-FTC scheme.

Fig. 7. Time response of adaptive parameters $\hat{\gamma}_0(t), \hat{\gamma}_1(t), \text{ and } \hat{\gamma}_2(t)$ under AFT-FTC scheme.
saturation (SAFT-FTC) designed in (42) are investigated. The maximum torque of each reaction wheel for both two control schemes is constrained to be 0.2 N·m, i.e., $u_{\text{max}} = 0.2$ N·m. The reaction wheel fault scenario is the same as presented in Sec. IV.A except the bias faults are changed to be $\bar{u}_1 = -(0.012 \sin(0.8t) + 0.008)$ N·m for the first reaction wheel and $\bar{u}_3 = -(0.004 \sin(0.8t) + 0.004)$ N·m for the third one, respectively. The control gains for the SAFT-FTC scheme are chosen as $\zeta = 1.5$, $c_0 = 0.1$, $c_1 = 1$, $c_2 = 1$, $c_3 = 0.1$, $\delta_0 = 0.02$, $\delta_1 = 0.001$, $\delta_2 = 0.001$, and $\delta_3 = 0.01$. The initial values of $\hat{\theta}_0$, $\hat{\theta}_1$, $\hat{\theta}_2$, and $\hat{\theta}_3$ are chosen to be $\hat{\theta}_0(0) = 0.005$, $\hat{\theta}_1(0) = 0.1$, $\hat{\theta}_2(0) = 0.1$, and $\hat{\theta}_3(0) = 1$, respectively. In order to smooth the proposed SAFT-FTC scheme, the parameter $\xi$ in Remark 8 is chosen as 0.004. The other design parameters remain unchanged from those used in the previous AFT-FTC scheme.

From Figs. 8a and 9a, it can be observed that the attitude and the angular velocity under the SAFT-FTC scheme converge to the neighborhood of zero in finite time despite actuator faults and control input saturation limits, and that satisfactory stabilization error and a good convergency can be achieved. However, due to the effects of control input saturation, the convergence rate of attitude in Fig. 8a is slower than the situation without input saturation as shown in Fig. 4a. This phenomena is often referred to as graceful degradation in performance [19]. As shown in Fig. 10a, it is clearly seen that the commanded control input is always within the maximum magnitude of the reaction wheel. Figs. 8b, 9b, and 10b show attitude quaternion, angular velocity, and command control input when the SIRA-FTC scheme is applied. The control performance comparison of the SAFT-FTC scheme and the SIRA-FTC scheme is shown in Table IV. Although the SIRA-FTC scheme can stabilize the spacecraft attitude to a certain level, the attitude pointing accuracy is lower than that of the SAFT-FTC scheme and doesn’t meet the mission performance requirements. In addition, similar to the previous simulation case, the proposed SAFT-FTC scheme can provide faster convergence rate than the SIRA-FTC scheme. The bounded adaptive parameters $\hat{\theta}_0$, $\hat{\theta}_1$, $\hat{\theta}_2$, and $\hat{\theta}_3$ are shown in Fig. 11. Moreover, referring to Fig. 10, it is interesting to see that actuator saturation constraints can be satisfied by both fault-tolerant controllers. However, the allowed control torque ($u_{\text{max}} = 0.2$ N·m) under the SIRA-FTC scheme is not fully used, which can be observed from Fig. 10b, where the actual maximal control torque is only about 0.15 N·m. Hence, the SIRA-FTC method in [7] is much more conservative than the proposed SAFT-FTC scheme.

### TABLE IV

<table>
<thead>
<tr>
<th>Control scheme</th>
<th>Control performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Settling time of $q_v$ (s)</td>
</tr>
<tr>
<td>SAFT-FTC</td>
<td>82</td>
</tr>
<tr>
<td>SIRA-FTC</td>
<td>183</td>
</tr>
</tbody>
</table>
Fig. 8. Spacecraft attitude under SAFT-FTC scheme and SIRA-FTC scheme.

Fig. 9. Spacecraft angular velocity response under SAFT-FTC scheme and SIRA-FTC scheme.

Fig. 10. Commanded control torque under SAFT-FTC scheme and SIRA-FTC scheme.
V. CONCLUSIONS

In this paper, adaptive finite-time FTC scheme has been investigated for rigid spacecraft subject to uncertainties in inertia matrix, four types of actuator faults/failures as well as actuator saturation. Firstly, based on the terminal sliding mode theory, a basic finite-time fault-tolerant controller has been proposed. Then, incorporating the adaptive strategy, an adaptive finite-time fault-tolerant controller is developed. The proposed adaptive controller is effective against actuator faults/failures and also guarantees finite-time convergence without requiring any a priori knowledge of fault and uncertainty information. In addition, the adaptive fault-tolerant controller is further enhanced to address control input constraints. The Lyapunov direct approach is employed to prove the local stability of the closed-loop system and to show the finite-time convergence of the system states. Finally, simulation studies have been presented to illustrate the effectiveness of the proposed finite-time FTC schemes.

Further research is needed to address the problem of global finite-time stabilization of spacecraft subject to actuator faults/failures and actuator saturation. Moreover, since the estimate of the upper bound information on spacecraft uncertainties, disturbances, and magnitude of faults/failures is used to design the controller, the proposed controller may turn out to be conservative from performance perspective. To reduce such conservativeness, active FTC can be carried out, where a FDD scheme is used to provide timely and accurate fault information and a reconfigured controller is synthesized to compensate the effects of the fault/failure. Experimental study including designing testbed and testing the proposed approach is also important from an application point of view.

APPENDIX A

Proof of Lemma 4. In order to prove that $q_v$ can converge to $q_v = 0$ in finite time after the sliding mode manifold $s = 0$ is achieved, a candidate Lyapunov function is constructed as follows:

$$V_0 = \frac{1}{2} q_v^T Q q_v.$$  (47)
Taking the time derivative of the Lyapunov function (47) alone sliding mode manifold \( s = 0 \) yields

\[
\dot{V}_0 = q_v^T [-\alpha q_v - \beta \text{sig}(q_v)] \leq -\varrho_1 V_0 - \varrho_2 V_0^2,
\]

where \( \varrho_1 = 2\alpha, \varrho_2 = 2^{n+1} \beta, \varsigma = \frac{\varrho_2}{\varrho_1}, \) and Lemma 1 is applied. It is clear that (48) has a similar structure to (28), and therefore, using Lemma 3, it can be concluded that \( q_v \) converges to origin in finite time. Furthermore, because the sliding manifold \( s = 0 \) is guaranteed, \( \dot{q}_v \) will also converge to the origin along the sliding manifold in finite time. This completes the proof. \( \square \)

**APPENDIX B**

**Proof of Theorem 1.** Consider the following Lyapunov function candidate

\[
V_1 = \frac{1}{2} s^T J^s s.
\]

Using (25), the time derivative of \( V_1 \) is

\[
\dot{V}_1 = \frac{1}{2} s^T J^s s + s^T J^s \dot{s}
\]

\[
= \frac{1}{2} s^T J^s s + s^T (-\Xi s + P^T D E u_c + P^T D \dot{u} + F + T_d).
\]

In view of the control law (30) and Property 2, it follows that

\[
\dot{V}_1 \leq s^T P^T (I_3 - D E D^T) P u_{nom} - s^T P^T P u_{nom} - (\gamma_1 \| D \| + \gamma_2 \| P \| \| u_{nom} \|) \frac{s^T P^T D E D^T P s}{\| P s \|}
\]

\[
+ f_0 \| D \| \| P s \| + \| F \| \| s \| + \| T_d \| \| s \|
\]

\[
\leq (1 - e_0) \| P \| \| u_{nom} \| \| P s \| - e_0 \| \| D \| \| P s \| - s^T P^T P^T P s \| + \| F \| \| s \| - e_0 \| \| D \| \| P s \| - f_0 \| D \| \| P s \| + \| T_d \| \| s \|
\]

\[
\leq -k \sum_{j=1}^{3} |s_j|^{\varrho + 1} + (1 - e_0 - e_0 \gamma_2) \| P \| \| u_{nom} \| \| P s \| + (f_0 - e_0 \gamma_1) \| D \| \| P s \| + (|T_d| - \gamma_0 \Omega) \| s \|.
\]

With the definition of \( \gamma_1 \) and \( \gamma_2 \), and by using Assumption 2, it can be shown that

\[
\dot{V}_1 \leq -k \sum_{j=1}^{3} |s_j|^{\varrho + 1}.
\]

(51)

From Property 3 and Lemma 1, the following inequalities can be obtained:

\[
\dot{V}_1 \leq -k \left( \frac{2}{J} \right)^{\frac{\varrho + 1}{\varrho}} \left( \sum_{j=1}^{3} \frac{J}{2} s_j \right)^{\frac{\varrho + 1}{\varrho}} \leq -K \dot{V}_1^{\varrho + 1},
\]

(52)

where \( K = k \left( \frac{2}{J} \right)^{\frac{\varrho + 1}{\varrho}} > 0 \). According to Lemma 2, because \( K \) is a positive scalar, and \( 0 < \frac{\varrho + 1}{\varrho} < 1 \), the sliding manifold will reach \( s = 0 \) in finite time. Furthermore, from Lemma 4, \( q_v = 0 \) is achieved in finite time as well as \( \dot{q}_v \) will converge to origin. Then, according to (2) and Assumption 1, it can be concluded that \( \omega = 0 \) is also achieved in finite time. This completes the proof. \( \square \)
APPENDIX C

Proof of Theorem 2. Consider the following Lyapunov function candidate $V_2$:

$$V_2 = \frac{1}{2} s^T J s + \frac{1}{2c_0} (\hat{\gamma}_0 - \bar{\gamma}_0)^2 + \frac{e_0}{2c_1} (\hat{\gamma}_1 - \bar{\gamma}_1)^2 + \frac{e_0}{2c_2} (\hat{\gamma}_2 - \bar{\gamma}_2)^2.$$  \hspace{1cm} (53)

Taking the time derivative of $V_2$ and using (25), the control law (32), and Property 2, it leads to

$$\dot{V}_2 \leq (1 - e_0) \| P \| \| \bar{u}_{\text{nom}} \| \| Ps \| - s^T P^T P u_{\text{nom}} - e_0 \hat{\gamma}_1 \| D \| \| Ps \| - e_0 \hat{\gamma}_2 \| P \| \| \bar{u}_{\text{nom}} \| \| Ps \|$$

$$+ f_0 \| D \| \| Ps \| + \| F \| \| s \| + \| T_d \| \| s \| + \frac{1}{c_0} (\gamma_0 - \bar{\gamma}_0)^2 + \frac{e_0}{c_1} (\hat{\gamma}_1 - \bar{\gamma}_1)^2 + \frac{e_0}{c_2} (\hat{\gamma}_2 - \bar{\gamma}_2)^2.$$  \hspace{1cm} (54)

Applying adaptive laws (34a-34c) and $u_{\text{nom}}$ defined in (33), the following inequalities can be obtained:

$$\dot{V}_2 \leq -k \| s \| + (\gamma_0 - \bar{\gamma}_0) \psi \| s \| + (f_0 - e_0 \bar{\gamma}_1) \| D \| \| Ps \| + (1 - e_0 - e_0 \bar{\gamma}_2) \| P \| \| \bar{u}_{\text{nom}} \| \| Ps \|$$

$$- \delta_0 (\bar{\gamma}_0 - \gamma_0) \gamma_0 - e_0 \delta_1 (\hat{\gamma}_1 - \bar{\gamma}_1) \gamma_1 - e_0 \delta_2 (\hat{\gamma}_2 - \bar{\gamma}_2) \gamma_2.$$  \hspace{1cm} (55)

Using the following facts by completion of squares:

$$-(\hat{\gamma}_i - \bar{\gamma}_i)^2 \leq -\left(\frac{\hat{\gamma}_i - \bar{\gamma}_i}{2}\right)^2 + \frac{\bar{\gamma}_i^2}{4},$$  \hspace{1cm} (56)

where $i = 0, 1, 2$, we have

$$\dot{V}_2 \leq -k \| s \| - \delta_0 \left[\left(\frac{\hat{\gamma}_0 - \bar{\gamma}_0}{2}\right)^2 - \frac{\bar{\gamma}_0^2}{4}\right] - e_0 \delta_1 \left[\left(\frac{\hat{\gamma}_1 - \bar{\gamma}_1}{2}\right)^2 - \frac{\bar{\gamma}_1^2}{4}\right] - e_0 \delta_2 \left[\left(\frac{\hat{\gamma}_2 - \bar{\gamma}_2}{2}\right)^2 - \frac{\bar{\gamma}_2^2}{4}\right]$$

$$= -k \| s \| - \delta_0 (\gamma_0 - \bar{\gamma}_0) - e_0 \delta_1 (\gamma_1 - \bar{\gamma}_1) - e_0 \delta_2 (\gamma_2 - \bar{\gamma}_2)$$

$$+ \delta_0 \left[|\hat{\gamma}_0 - \bar{\gamma}_0| + \frac{\bar{\gamma}_0^2}{4}\right] + e_0 \delta_1 \left[|\hat{\gamma}_1 - \bar{\gamma}_1| + \frac{\bar{\gamma}_1^2}{4}\right] + e_0 \delta_2 \left[|\hat{\gamma}_2 - \bar{\gamma}_2| + \frac{\bar{\gamma}_2^2}{4}\right].$$  \hspace{1cm} (57)

With the help of Lemma 1, Lemma 5, and Property 3, it can be found that

$$\dot{V}_2 \leq -\delta V_2^2 + \phi,$$  \hspace{1cm} (58)

where $\delta$ and $\phi$ are positive scalars defined by $\delta = \min \left\{ k \left(\frac{3}{2}\right)^2, (2c_0 \delta_0)^2, (2c_1 \delta_1)^2, (2c_2 \delta_2)^2 \right\}$ and $\phi = \delta_0 \left(\gamma_0 + \frac{\bar{\gamma}_0^2}{4}\right) + e_0 \delta_1 \left(\gamma_1 + \frac{\bar{\gamma}_1^2}{4}\right) + e_0 \delta_2 \left(\gamma_2 + \frac{\bar{\gamma}_2^2}{4}\right)$, respectively.

Thus, the time derivative of the candidate Lyapunov function (58) can be further written as the following form:

$$\dot{V}_2 \leq -\left(\delta - \frac{\phi}{V_2^2}\right) V_2^2.$$  \hspace{1cm} (59)

From (59), if $\delta - \frac{\phi}{V_2^2} > 0$, then $\delta = \frac{\phi}{V_2^2}$ is obtained such that the finite-time reachability of sliding manifold can be guaranteed by using Lemma 2. Hence, the region $\| s \| \leq \Delta_s$ can be reached in finite time, where $\Delta_s$ is defined as

$$\Delta_s = \sqrt{\frac{2 \phi}{\delta}}.$$

Moreover, for any sliding variable $s_j$ in the region $\Delta_s$, we have $|s_j| \leq \Delta_s$, $j = 1, 2, 3$. Then, the sliding mode manifold defined in (20) can be written as follows:

$$\dot{q}_{ij} + \alpha q_{ij} + \beta \text{sign} (q_{ij})^T = \eta_j, \quad |\eta_j| \leq \Delta_s$$  \hspace{1cm} (61)
Then, equation (61) can be written as the following two forms:

\[
\dot{q}_{v,j} + \left( \alpha - \frac{\eta_j}{q_{v,j}} \right) q_{v,j} + \beta \text{sig} \left( q_{v,j} \right) = 0
\]  

(62a)

\[
\dot{q}_{v,j} + \alpha q_{v,j} + \left( \beta - \frac{\eta_j}{\text{sig} \left( q_{v,j} \right)} \right) \text{sig} \left( q_{v,j} \right) = 0.
\]  

(62b)

From equation (62a), if \( \alpha - \frac{\eta_j}{q_{v,j}} > 0 \), a similar structure to the proposed sliding mode manifold is kept. Therefore, the finite-time attitude stabilization is guaranteed by using Lemma 4. Furthermore, the attitude \( q_{v,j} \) will converge to the region

\[
|q_{v,j}| \leq \frac{|\eta_j|}{\alpha} \leq \frac{\Delta_s}{\alpha}
\]  

(63a)

in finite time. By similar analysis for (62b) and Lemma 4, the attitude \( q_{v,j} \) will also converge to the region

\[
|q_{v,j}| \leq \left( \frac{|\eta_j|}{\beta} \right)^{\frac{1}{p}} \leq \left( \frac{\Delta_s}{\beta} \right)^{\frac{1}{p}}
\]  

(63b)

in finite time. Finally, the attitude \( q_{v,j} \) will converge to the region

\[
|q_{v,j}| \leq \min \left\{ \frac{\Delta_s}{\alpha}, \left( \frac{\Delta_s}{\beta} \right)^{\frac{1}{p}} \right\}
\]  

(64)

in finite time. Moreover, from (61), \( q_{v,j} \) will converge to the region

\[
|\dot{q}_{v,j}| \leq |\eta_j| + \alpha |q_{v,j}| + \beta |q_{v,j}|^{p} \leq 3\Delta_s
\]  

(65)

in finite time.

It should be noted that \( ||R(q_v) + q_0 I_3|| = 1 \). From (2), it can be obtained that \( ||\omega|| = 2||\dot{q}_{v}|| \), which further indicates that \( ||\omega||_{\infty} \leq 2\sqrt{3}||\dot{q}_{v}||_{\infty} \). On the other hand, since \( \dot{q}_{v} \) will converge to the region \( |q_{v,j}| \leq 3\Delta_s \) \((j = 1, 2, 3)\) in finite time, it is clear that \( ||\dot{q}_{v}||_{\infty} \leq 3\Delta_s \) will be satisfied in finite time. Therefore, it can be shown that the angular velocity will converge the region \( ||\omega_j|| \leq 6\sqrt{3}\Delta_s \) in finite time. This completes the proof.

**APPENDIX D**

**Proof of Theorem 3.** Consider the following Lyapunov function candidate \( V_3 \):

\[
V_3 = \frac{1}{2} s^T J^s s + \frac{1}{2 c_0} \left( \theta_0 - \bar{\theta}_0 \right)^2 + \frac{c_0}{2 c_1} \left( \dot{\theta}_1 - \bar{\theta}_1 \right)^2 + \frac{c_0}{2 c_2} \left( \dot{\theta}_2 - \bar{\theta}_2 \right)^2 + \frac{c_0}{2 c_3} \left( \dot{\theta}_3^{-1} - \bar{\theta}_3^{-1} \right)^2.
\]  

(66)

With the application of controller (42) and Property 2, the time derivative of \( V_3 \) results in

\[
\dot{V}_3 \leq -k_s ||s|| + (1 - c_0 \kappa) ||P|| ||u_{nom}|| ||P^s|| + f_0 ||D|| ||P^s|| + \theta_0 \Omega ||s|| - c_0 \kappa \zeta \left( \dot{\theta}_1 ||D|| + \dot{\theta}_2 ||P|| ||u_{nom}|| \right) ||P^s||
\]

\[
- \dot{\theta}_0 \Omega ||s|| + \frac{1}{c_0} \left( \hat{\theta}_0 - \theta_0 \right) \dot{\theta}_0 + \frac{\hat{e}_0}{c_1} \left( \hat{\theta}_1 - \theta_1 \right) \dot{\theta}_1 + \frac{\hat{e}_0}{c_2} \left( \hat{\theta}_2 - \theta_2 \right) \dot{\theta}_2 - \frac{\hat{e}_0}{c_3 \theta_3^2} (\dot{\theta}_3^{-1} - \bar{\theta}_3^{-1}) \dot{\theta}_3.
\]  

(67)

To prove the stability of the closed-loop system with saturated adaptive finite-time FTC law, two cases need to be considered based on the defined projection operator.

**Case 1:** \( \hat{\theta}_3 > 1 \) or \( \bar{\theta}_3 = 1 \) and \( \bullet \geq 0 \). In this case, it can be found from (44d) that

\[
\dot{\hat{\theta}_3} = c_3 \hat{\zeta} \left( \dot{\theta}_1 ||D|| + \dot{\theta}_2 ||P|| ||u_{nom}|| \right) ||P^s|| - \delta_3 \hat{\theta}_3.
\]  

(68)
Then, according to the adaptive laws defined in (44a)-(44c) and (68), it follows from expression (67) that
\[
\dot{V}_3 \leq -k \|s\| + (\theta_0 - \hat{\theta}_0) \Phi \|s\| + (f_0 - e_0 \hat{\theta}_1) \|D\| \|P \|u_{nom}\| \|P \|
+ (\bar{\theta}_3 - \kappa) e_0 \zeta \bar{\theta}_3 \left( \dot{\theta}_1 \|D\| + \dot{\theta}_2 \|P\| \|u_{nom}\| \right) \|P \|s_\theta - \delta_0 (\dot{\theta}_1 - \ddot{\theta}_1) \theta_1
- e_0 \delta_2 (\dot{\theta}_2 - \ddot{\theta}_2) \theta_2 - e_0 \zeta \bar{\theta}_3 (\bar{\theta}_3 - 1) \dot{\theta}_3.
\]
(69)

Here, it should be noted that \(\dot{\theta}_1(t) \geq 0\) and \(\dot{\theta}_2(t) \geq 0\). Considering the following inequalities:
\[
-(\ddot{\theta}_1 - \ddot{\theta}_1) \ddot{\theta}_1 \leq - \left( \ddot{\theta}_1 - \ddot{\theta}_1 \right)^2 + \frac{\ddot{\theta}_1}{4},
\]
(70)
\[
-(\ddot{\theta}_2 - \ddot{\theta}_2) \ddot{\theta}_2 \leq - \left( \ddot{\theta}_2 - \ddot{\theta}_2 \right)^2 + \frac{\ddot{\theta}_2}{4},
\]
(71)

the Lyapunov function candidate can be further written as
\[
\dot{V}_3 \leq -k \|s\| - \delta_0 \left| \dot{\theta}_1 - \ddot{\theta}_1 \right| - e_0 \delta_2 \left| \dot{\theta}_2 - \ddot{\theta}_2 \right| - e_0 \zeta \bar{\theta}_3 \left| \ddot{\theta}_3 - 1 \right| + \delta_0 \left( \left| \dot{\theta}_0 - \ddot{\theta}_0 \right| + \frac{\ddot{\theta}_0}{4} \right)
+ e_0 \delta_1 \left( \left| \dot{\theta}_1 - \ddot{\theta}_1 \right| + \frac{\ddot{\theta}_1}{4} \right) + e_0 \delta_2 \left( \left| \dot{\theta}_2 - \ddot{\theta}_2 \right| + \frac{\ddot{\theta}_2}{4} \right) + e_0 \zeta \bar{\theta}_3 \left( \left| \dot{\theta}_3 - 1 \right| + \frac{\ddot{\theta}_3}{4} \right).
\]

Invoking the fact \(\ddot{\theta}_3 \geq 1\), Lemma 1, and Lemma 6, the following inequalities are held:
\[
\dot{V}_3 \leq -\eta_1 V_3^\frac{3}{2} + \varphi_1,
\]
(72)

where \(\eta_1\) and \(\varphi_1\) are defined as
\[
\eta_1 = \min \left\{ k \left( \frac{3}{2} \right)^2, 2c_0 e_0 \theta_0^2 \left( \frac{3}{2} \right)^2, 2c_1 e_0 \theta_0^2 \left( \frac{3}{2} \right)^2, 2c_2 e_0 \theta_0^2 \left( \frac{3}{2} \right)^2, 2c_3 e_0 \theta_0^2 \left( \frac{3}{2} \right)^2 \right\},
\]
and
\[
\varphi_1 = \delta_0 \left( \dot{\theta}_0 + \frac{\ddot{\theta}_0}{4} \right) + e_0 \delta_1 \left( \dot{\theta}_1 + \frac{\ddot{\theta}_1}{4} \right) + e_0 \delta_2 \left( \dot{\theta}_2 + \frac{\ddot{\theta}_2}{4} \right) + e_0 \zeta \bar{\theta}_3 \left( 1 + \frac{\ddot{\theta}_3}{4} \right).
\]

Comparing the inequalities (72) with (58), it is clear that two inequalities have a similar structure. Following the same lines as in the proof of Theorem 2, it can be shown that the sliding mode manifold will converge to the neighborhood of \(s = 0\) as
\[
\|s\| \leq \Delta_{sat1},
\]
(73)
in finite time, where \(\Delta_{sat1} = \sqrt{\frac{2 \varphi_1}{\eta_1}}\). Furthermore, the spacecraft attitude \(q_{c1}\) and angular velocity \(\omega_j\) will converge to the regions
\[
|q_{c1}| \leq \min \left\{ \frac{\Delta_{sat1}}{\alpha_k}, \left( \frac{\Delta_{sat1}}{\beta} \right)^\frac{1}{2} \right\},
\]
(74)
\[
|\omega_j| \leq 6 \sqrt{3} \Delta_{sat1},
\]
(75)
in finite time, respectively.

**Case 2**: \(\bar{\theta}_3 = 1\) and \(\bullet < 0\). In this case, there does not exist input saturation and \(\dot{\theta}_3 = 1\).

Substituting \(\bar{\theta}_3 = 1\) into the control law (42), the saturated adaptive finite-time FTC law is obtained as
\[
u_{c} = -D^T \left[ u_{nom} + \zeta (\dot{\gamma}_1 \|D\| + \dot{\gamma}_2 \|P\| \|u_{nom}\|) \frac{8}{\|P \|s_\theta} \right],
\]
which is similar to the unsaturated adaptive finite-time FTC law as given in (32) except for the gain constant $\zeta$.

Following the same lines as in the proof of Theorem 2, it can also be shown that the sliding variable $s$, the spacecraft attitude $q_{ij}$, and angular velocity $\omega_j$ ($j = 1, 2, 3$) will converge to the regions

$$\|s\| \leq \Delta_{sat},$$

$$|q_{ij}| \leq \min \left\{ \frac{\Delta_{sat}}{\alpha}, \left( \frac{\Delta_{sat}}{\beta} \right)^{\frac{1}{2}} \right\},$$

$$|\omega_j| \leq 6\sqrt{3}\Delta_{sat},$$

in finite time, where $\Delta_{sat} = \sqrt{\frac{2}{\beta}} \frac{\varphi_j}{\eta}$ with $\eta = \min \left\{ k \left( \frac{2}{\beta} \right)^{\frac{1}{2}} \left( 2c_0e_0\delta^2 \right)^{\frac{1}{2}}, \left( 2c_1e_0\delta^2 \right)^{\frac{1}{2}}, \left( 2c_2e_0\delta^2 \right)^{\frac{1}{2}} \right\}$, and $\varphi_2 = \delta_0 \left( \hat{\theta}_0 + \frac{\delta^2}{4} \right) + e_0 \delta_1 \left( \hat{\theta}_1 + \frac{\delta^2}{4} \right) + e_0 \delta_2 \left( \hat{\theta}_2 + \frac{\delta^2}{4} \right)$.

Finally, summarizing Case 1 and Case 2, it can be concluded that the sliding variable $s$, the spacecraft attitude $q_{ij}$, and angular velocity $\omega_j$ ($j = 1, 2, 3$) will converge to the regions

$$\|s\| \leq \Delta_{sat},$$

$$|q_{ij}| \leq \min \left\{ \frac{\Delta_{sat}}{\alpha}, \left( \frac{\Delta_{sat}}{\beta} \right)^{\frac{1}{2}} \right\},$$

$$|\omega_j| \leq 6\sqrt{3}\Delta_{sat},$$

in finite time, where $\Delta_{sat} = \max \{ \Delta_{sat1}, \Delta_{sat2} \} = \sqrt{\frac{2}{\beta}} \frac{\varphi_j}{\eta}$ with $\eta = \min \{ \eta_1, \eta_2 \} = \min \left\{ k \left( \frac{2}{\beta} \right)^{\frac{1}{2}} \left( 2c_0e_0\delta^2 \right)^{\frac{1}{2}}, \left( 2c_1e_0\delta^2 \right)^{\frac{1}{2}}, \left( 2c_2e_0\delta^2 \right)^{\frac{1}{2}}, \left( 2c_3e_0\delta^2 \right)^{\frac{1}{2}} \right\}$, and $\varphi = \max \{ \varphi_1, \varphi_2 \} = \delta_0 \left( \hat{\theta}_0 + \frac{\delta^2}{4} \right) + e_0 \delta_1 \left( \hat{\theta}_1 + \frac{\delta^2}{4} \right) + e_0 \delta_2 \left( \hat{\theta}_2 + \frac{\delta^2}{4} \right) + e_0 \delta_3 \left( 1 + \frac{\delta^2}{4} \right)$. This completes the proof. \( \square \)
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Fig. 1. Spacecraft attitude response under BFT-FTC scheme and PDC scheme. (a) BFT-FTC; (b) PDC
Fig. 2. Spacecraft angular velocity response under BFT-FTC scheme and PDC scheme. (a) BFT-FTC; (b) PDC
Fig. 3. Commanded control torque under BFT-FTC scheme and PDC scheme. (a) BFT-FTC; (b) PDC
Fig. 4. Spacecraft attitude under AFT-FTC scheme and IRA-FTC scheme. (a) AFT-FTC; (b) IRA-FTC
Fig. 5. Spacecraft angular velocity response under AFT-FTC scheme and IRA-FTC scheme. (a) AFT-FTC; (b) IRA-FTC
Fig. 6. Commanded control torque under AFT-FTC scheme and IRA-FTC scheme. (a) AFT-FTC; (b) IRA-FTC
Fig. 7. Time response of adaptive parameters $\hat{\gamma}_0(t)$, $\hat{\gamma}_1(t)$, and $\hat{\gamma}_2(t)$ under AFT-FTC scheme.
Fig. 8. Spacecraft attitude under SAFT-FTC scheme and SIRA-FTC scheme. (a) SAFT-FTC; (b) SIRA-FTC
Fig. 9. Spacecraft angular velocity response under SAFT-FTC scheme and SIRA-FTC scheme. (a) SAFT-FTC; (b) SIRA-FTC
Fig. 10. Commanded control torque under SAFT-FTC scheme and SIRA-FTC scheme. (a) SAFT-FTC; (b) SIRA-FTC
Fig. 11. Time response of adaptive parameters $\hat{\theta}_0(t)$, $\hat{\theta}_1(t)$, $\hat{\theta}_2(t)$, and $\hat{\theta}_3(t)$ under SAFT-FTC scheme.