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Abstract—In this paper, a neural network based terminal 1) ILC with initial state learning scheme[13], in which the
iterative learning Control (NNTILC) method is proposed for  controller learns the initial condition firstly in every run
a class of discrete time linear run-to-run systems to track naye the initial condition the same in every run; 2) Mulirat
run-varying reference point. An iterative training radial basis ILC sch 14] i hich the i t updat te is diff t
function (RBF) neural network is developed to estimate the ffect schemes [_ 1, in whic e Input update ra e_ls eren
of initial condition on terminal output and to learn the changes from the sampling rate of feedback system or the input update
in initial condition iteratively at the same time. By involving these rates of ILC are different at low and high frequency bands;
information in the control scheme, the proposed NNTILC can 3) Cutoff frequency phase-in profile[15], in which the ctitof
drive the system to track run-varying reference point fast and frequency of the filter for tracking error is time-varyingcan

precisely beyond the initial disturbance and reference chage. . . .
Stability and convergence of this NNTILC method is proved anl follows a predefined profile. However, the above scheme is

computer simulation result is provided to confirm its effeciveness complicated for realization and the performance is notequit
further. good.

|. INTRODUCTION _ o _
lterative learning control (ILC), initially proposed by Ar . In this paper, a neural netwo_rk based terminal iterativenlea
. : ing control (NNTILC) method is proposed to solve the prob-
moto [1], is a control scheme that updates and refines the c? 2 L ! . . i
ems of initial condition disturbance and tracking runyiag

trol sequence by errors in the last trial for repetitive @pien . -
systems. It has been successfully used into repetitiveepxeoc.re‘cerence point. Neural network has been proved to be eficie

7 in function approximation and parameter estimation[16]irs
in industry [2], [3], [4]. The development and methodolody o, . - " .
ILC can be found in [5], [6], [7]. this paper the effect of initial condition on the terminakut

However, the ILC approach works based on the mes. estimated by a neural network, and at the same time the

. . . . . attern change of initial condition is also learned itexelii.
surement signal in the entire trajectory which may not

L . en by conducting the control law involving the effect of

accessible in some real industry cases. In order to overcom " . .
! . : _Inifial condition as well as the reference information, the
this problem, Chen et al. [8] developed a terminal iterative . .
ystem can track the run-varying reference fast and pigcise

Iearnmg_(_:ontrol (TILC) method. TILC adjusts t_he set polni%)eyond the initial disturbance and reference change. @ensi
of repetitive systems based only on the terminal errors in

. S . . ng that initial condition may not be accessible for paramnet
the previous trials instead of the tracking error in the vehol ~.~ "~ . ot

. . . . . estimation in the same run, a RBF neural network is introduce

trajectory. By doing so, the idea of ILC is successfully agqbl . . . ) : .

) : 7. to estimate the effect using the signal in the last trailngki
into systems focus solely on terminal output. Investigatio o ' .
. the advantage of repetitive operation systems and repeetiti
[9], [10] have shown that TILC can achieve convergence In )
iteration domain disturbance. Convergence analysis of the proposed method

In previous works, most ILC and TILC approaches consids derived mathematically, and simulation results confin@ t

only the cases for tracking run-invariant fixed referendee™ effectiveness of the proposed NNTILC method further.

ILC and TILC can update the controller based on errors run

by run to track the fixed reference or trajectory. Howeveg th The remainder of this paper is organized as follows. In

makes the control scheme quite depend on the reference, gettion I, the structure of the problem is introduced anithat

is, once the reference changes, the controller has to Igain a same time a new NNTILC controller is designed. In section

with another learning process. lll, convergence analysis of the proposed NNTILC method
Moreover, TILC approach requires to set the initial condis derived. Section IV presents computer simulation result

tion to exactly the same value in every run[11], [12], whiclo illustrate the effectiveness of NNTILC method and also

also limits the application of TILC in industry. Previoustke compares its performance with conventional TILC method.

in ILC solve the problem through the following methodsSection V draws some final conclusions.



II. PROBLEM FORMULATION AND CONTROLLER DESIGN The basis activation function is chosen as
Consider a class of discrete time dynamical linear systems

) 2
as follows: ¢i(r) = exp <—M> (6)

2
207

wp(t+1) = An(t) + Bux(t) wherey; € RP ando; are the centre and width of the— ¢h

ye(t+1) = Cxp(t+1) (1) hidden neuron, receptively,= 1,2, ..., L. In this paper, only

wheret = 0,1,2,...,T is the sampling index ané is the the weight matrix is updated iteratively. The centre andtiwid
iteration index. Matricesd, B and C' are time invariant with ©f the hidden neurons can be initialized by several histaitad
appropriate dimensions;, (t) € RP is the state vectogy,(t) € = O chosen ran_dom_ly around the ref_erence trajectory_.
R is the output vector, andj (t) € R™ is the control vector ~ 1he approximation of”(z;1(0)) in the k — th run is
at thet — th sampling time in thé — th run. The system runs ; _ T
on time interval[0, T']. In run-to-run control, the control input F(@r-1(0)) = Wi ¢(@1-1(0)) %
is required to be a constant at all sampling times in the salweereWkT is the estimation of NN weight matrix in thie—¢h
run, i.e.,ug(t) = uy forall t =0,1,2,...,T. run.

The proposed controller in this paper aims to track a singleSince B* is full rank, the control law then can be con-
terminal pointr, at T in the k — th run. The system is both structed as
controllable and observable. el -

From (1), the relationship between the system terminal up = B* " [ry — Wy, ¢(2-1(0))] (8)
outputyy (7) and initial stater;(0) can be developed as

ye(T) = Fi + B uy, 2

Substitute (8) into the system dynamic (2),
yr = Fi + 1 — W ¢(ax-1(0)) 9)

T—1
where B* = > CA""'""B and F, = CA"x;(0) is the  From (9), it is obvious that as long as our neural network
m=

effect of . (0) on the terminal output. It should be noted thafan approximatef, precisely, the output of the system will

B* is full rank, because the system is both controllable affRck exactly the reference.

observable. What is more, the initial condition in this pape In qrder to tlra|.n the neural network, another neural network

is run-varying with repetitive bounded noisE; is unknown UPdating law is introduced as

becauseck(Q) is not accessible in thg — ti} run. Wg‘+1 = WT — aerdT (z5_1(0)) (10)
The tracking error of the system is defined as

wherea is a learning gain, which affects the convergence of

the proposed method.

wherer;, = f(k) is the terminal single reference point at time

instant 7", which is run-dependent wittt. f(-) can be any

ek =Tk — Yk 3

IIl. CONVERGENCEANALYSIS

function of k. Theorem 1: For MIMO discrete-time linear system (1), if
Substitute (2) into (3), the tracking error dynamic of théhe« in the (10) satisfyfd < o < % whereL is the number of
system becomes neurons in hidden layer of the neural network, then the ocbntr

law (8), along with the neural network updating law (10), can

ex =1k = Fiy = B uy, ) guarantee that
In this proposed NNTILC, a RBF neural network is intro- 1) the weight matrixi;" of the RBF neural network is
duced to estimaté}, by usingzj_1(0). convergent in the sense of Lyapunov functiofl, , Wi —
It is assumed that there exist an ideal functionzpf ; (0) W/ Wj) <0.
and neural network which make 2) the terminal tracking errog;, converges to zero asymp-

T T totically ask approaches infinity.

Fiy = CA 23,(0) = F(z1-1(0)) = Wpé(zi-1(0))  (5) Proof: From (5), it is obvious that there exist an ideal
where F(-) denotes the ideal functioy, ¢ R"*L is an Weight matrixWj, which makes
unknown optimal NN weights matrix[. denotes the number T
of neurons in the hidden layes(-) denotes a known vector of Fi = Wp(zk-1(0)) (11)
basis activation function and(x—1(0)) € R" is the output  Substitute the control law (8) and (11) into the error

of the neural network’s hidden layer. dynamic (4), yields
Remark 1: ILC and TILC are usually used into repetitive ¢, = 1, — Whd(zr_1(0)) — re + W d(k—1(0))
operation systems. The resetting pattern and disturbafce o = Wl ¢(xr_1(0)) (12)

initial state is also repetitive. So it is reasonable to assu B K
that this repetitiveness can help to estimat€0) by 1 (0). whereWkT = W,CT — Wp is the weight estimation error of the
neural network.



Subtractiv} from both side of the NN updating law (10), V. SIMULATION

it is easy to get In order to illustrate the effectiveness of the proposed

Wwr  — T _ T 1 (0 13 NNTILC scheme thoroughly, simulations on SISO system and
ht b~ acd” (#1-2(0)) (13) MIMO system are done separately in this section.
From (6), it can be derived that(-) satisfies What is more, the performance of the proposed NNTILC

method and the conventional TILC method, whose control

0<¢i(r) <1,i=1,2,...L (14) updating law is constructed as equation (24), are compared.
whereg; () is thei — th entry of ¢(-). Upr = up + - e (24)
Since there ard, neurons in the hidden layer, i.e)(-) € i i
RIX1, together with (14), it is obvious that whereu, and uy, are cqntrol mput_m thek + 1) —th _and
k —th run respectivelyey, is the terminal tracking error in the
0 < ¢T(2p_1(0))d(zx_1(0)) < L (15) k —th run, andl is the learning gain.

In this section, both of the parameterandi are chosen by
trail and error. In NNTILC,« affects the convergence accord-
ing to theorem 1. In order to guarantee a more flexible choice

for any k.
Define energy function as

J = trace(WE Wit1) (16) ©f a, the number of hidden neurons should be as small as
possible. Usually, a larger comes with a faster convergence
then rate. Buta should not be too large since overshoot may be
AJ = trace(WE  Wiy1 — WEWy) (17) introduced as a result.

i . Besides, the activation function as shown in (6) is adopted
From (13), the Lyapunov function can be constructed as i this simulation. The neural network is initialized ramaly

(17) which is shown at the end of this page. _with 3 hidden neurons and the centres being chosen around
Simplify (17), together with (12), the the Lyapunov funcetio e reference trajectory.

becomes
A lati
AJ = trace [—2ael ey, + a?ed” (21-1(0))p(xr-1(0))e} | S_imu ation (_)n SIS0 S/aem_ ) _
< trace [72046{616 T aQLefek} Firstly consider the following discrete time SISO system
= a(aL —2) - trace (ef ex) 0.5 0.035 0.025
=a(aL —2)eley xp(t+1) = 0.255 0.6 —0.99 | xx(t)
5y choos (18) 0.75 0.03 0.025
choosin
Y J 0 2 19 + (02 02 0.0) u) (25)
ses7 (19) we®) = (1.0 0.0 1.0)ax(t) (26)
Together with (18), it can be derived that where the system operates on time interiiab]s for every
AJ < a(aL —2)efe, <0 (20) fun
By using (18) repetitively, (18) can be rewritten into Case 1 Tracking Run-invariant Terminal Reference Point
ﬁmce(WkTHWkH) In_this simulation, the NNTILC approac_h and t_he con-
N k . (21) ventional TILC method are used for tracking run-invariant
<tarce(Wy Wo) — > a(aLl —2)e; ¢; terminal reference poinj! = r, = 10 at 7' = 5 for everyk,

=0 with o = 0.6 andl = 1.0. Here, a random noise is added to the

SinceWkTHWkH is non-negative and bounded, from (21)initial conditionz, as shown in Fig. 1. The output curve in the
together with (19) 30th run of NNTILC and tracking error in iteration domain
and are shown in Fig. 2. The simulation result shows that in
iteration domain NNTILC performs a faster convergence rate
o , than conventional TILC, and the tracking error converge to

(15) implies thata (aL — 2) is bounded and non-zero, SOzero homogeneously. It is also shown that NNTILC approach
from (22) can suppress the effect of changes and disturbance inl initia
(23)  condition effectively.

lim o (al —2)eler =0 (22)

k—o0

lim efe, =0
k—o0

AJ = trace(WkTHWkH - W,CTW;C)

= trace [W,Zwk — aWl¢(x_1(0))el — aerd” (xx-1(0)Wi + a?exd” (xx-1(0))d(zx_1(0))el — W,{Wk} (17)
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Oun:lut o NNTILC at the 301 run B. Smulation on MIMO system

Next, consider a MIMO system, which can be represented
by

0.5 0.035 0.025
ap(t+1) = [ 0255 06 —0.99 |t
0 0.5 1 15 2 U"?.:(I) 3 35 4 45 5 0.75 0.03 0'025

T
0.2 0.03 0.025
* <0.2 02 0 >“’“(t> 7)

T
8 | | ] w) = (0 10 ) w0 e

T ‘ ‘ ‘ ‘ the system also operates on time interéab]s for every run.
0 s N % % In this simulation, the NNTILC method and the conven-
tional TILC method are used into the above MIMO system
Fig. 2. Performance for Tracking run-invariant termingfierence for tracking run-varying reference points as shown in Fig.
5. Random noise as shown in Fig.4 is added to the initial
condition. The tracking error of both NNTILC method and
conventional TILC method are given in Fig. 6. The contraller
work with « = 0.6 and! = 0.8. The simulation results
show that our proposed NNTILC method can be successfully
Case 2 Tracking Run-varying Terminal Reference Point used into MIMO systems. As shown in Fig. 6, for each
output, the NNTILC converge quite fast. Whereas the error
In this simulation, the NNTILC approach and conventiondf conventional TILC method is much larger than NNTILC
TILC method are used for tracking run-varying reference@ethod.
points as shown in Fig. 3. Random noise as shown in Fig.
1 is also adopted here. The controller works with= 0.65
and/ = 1.5. Fig. 3 illustrates the terminal output curve and
tracking error in iteration domain. The figure shows the supe
rior performance of NNTILC in tracking run-varying refean
point. As we can see, the tracking error of NNTILC converge V. CONCLUSION
to zero very fast within 5 runs and can track it quite pregisel For discrete time linear systems with run-varying initial
afterwards, however, the tracking error of conventiondld'l state and reference point, a new neural network based takmin
performs period property without converging. On the otheferative learning control (NNTILC) method is proposedisTh
hand, the convergence rate of NNTILC in this case is al$fethod uses a RBF neural network to estimate the effect of
better than conventional TILC. initial state on the terminal output and learn the change in
initial state iteratively. By involving this informatiomto the
control scheme, NNTILC can converge very fast and track

error of NNTILC
— —error of TILC
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run-varying reference point precisely beyond initial moé&nd

reference change. The convergence of the method is derived,
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and the simulation results confirm the effectiveness of the

proposed NNTILC method further.
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